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Abstract

New global sub-daily meteorological forcing date @rovided for use with land-
surface- and hydrological-models. The data arevddrfrom the ERA-40 reanalysis product
via sequential interpolation to half-degree resotytelevation correction and monthly-scale
adjustments based on CRU (corrected-temperatuenalitemperature range, cloud-cover)
and GPCC (precipitation) monthly observations comabiwith new corrections for varying
atmospheric aerosol-loading and separate preditajauge corrections for rainfall and

snowfall.

1) Introduction

In order to investigate the nature of the globatew cycle on land within the context
of the WATCH EU Programme (www.eu-watch.org), medémgical data are required to be
able to run land-surface- and hydrological mod€le data described here have been named
the WATCH Forcing Data (WFD) and are available @G@DF format following the ALMA
convention (web.lmd.jussieu.fr/~polcher/ALMA/) foise by partners and associates via the
WATCH ftp site at IIASA, Viennaf{p://ftp.iiasa.ac.gt- before the end of WATCH this is
currently via a username and password). Within Witk 1 of WATCH the WFD will be
used to investigate the hydrological cycle ovedlauring the twentieth century. The data
described here cover 1958 to 2001 inclusive; aesyEnt technical report will describe the
data extended back to 1901.

The WFD are stored at 67,420 half-degree resoiuldémd points only (excluding
Antarctica) and, due to storage limitations, preddt 6-hourly time steps for five variables
and 3-hourly time steps for three others (TableCbde is provided with the data for temporal
interpolation of the six-hourly variables to 3-hiyutime steps (the interpolation procedure
depending on the variable involved as fully comradnh the code).

Table 1: Description of the WATCH For cing Data variables. Data are stored in monthly
netCDF files (e.qg. Tair WFD 196206.nc).

Filename prefix ALMA Variable description Units Storage
variable timestep

Tair WFED_ Tair 2m air temperature (instantaneous) K 6 hourly

PSurf WFD PSurf 10m surface pressure (instanta)eou| Pa 6 hourly

Qair WFD_ Qair 2m specific humidity (instantaneous)| kg/kg 6 hourly

Wind_WFD Wind 10m wind speed (instantaneous) m/s | houly

LwWdown_WFD _ LWdown | Downwards long-wave radiatioruxf] W/m? 6 hourly
(average over next 6 hours)

SWdown_WFD _ SWdown| Downwards short-wave radiatitux f W/m? 3 hourly
(average over next 3 hours)

Rainf WFD_GPCC _| Rainf Rainfall rate GPCC bias oued,| kg/m/s | 3 hourly
undercatch corrected (ave. over next 3h)

Snowf WFD_GPCC| Snowf Snowfall rate GPCC bias corrected akd/nm/s | 3 hourly

_ undercatch-corrected (ave. over next 8h)

Rainf WFD _CRU _ | Rainf Rainfall rate CRU bias coresttand kg/m/s | 3 hourly
undercatch-corrected (ave. over next 8h)

Snowf WFD _CRU_ | Snowf Snowfall rate CRU bias comrdceind kg/m2/s | 3 hourly
undercatch-corrected (ave. over next 8h)

These data have been derived from the ERA-40 hgsisgroduct of the European
Centre for Medium Range Weather Forecasting (ECM\A4%-)described by Uppala et al.
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(2005, Table 2). The ERA-40 product includes ak tkey near-surface meteorological
variables required. However, in order to remove ehdmlses (e.g. Betts and Beljaars, 2003;
Hagemann et al., 2005), the ERA-40 data requirasaaient (here called “bias-correction”)
based on monthly observational data in the fornthefAugust 2008 version of CRU-TS2.1
from the Climatic Research Unit (University of Eastglia, UK, New et al., 1999; 2000;
Mitchell and Jones, 2005).

Table 2: Sources of data used to derivethe WATCH Forcing Data

Dataset Summary Location
ERA-40 ECMWE reanalysis product www.ecmwf.int/resbéera/do/get/era-40
CRU Climate Research Unit griddedvww.cru.uea.ac.uk/~timm/grid/CRU_TS 2 1.html
TS2.1 station observations (multiple
variables)
GPCC Global Precipitation Climatologygpcc.dwd.de/
Full data| Centre gridded stationor
product v4| precipitation observations orias.dwd.de/GPCC/GPCC_Visualiser

Since the CRU observations are available at hadfee spatial resolution it is
appropriate to interpolate the one-degree ERA-4@ tia the CRU grid prior to the “bias
correction”. Previous meteorological forcing dataseotably the NCC data (Ngo-Duc et al.
2005) and the so-called Princeton data (Sheffielal 006) were based on interpolating the
NCEP-NCAR reanalysis product from two degrees t® degree prior to bias correction that
used the CRU TS2.1 data degraded to one degrdg. vidtrin the WATCH programme the
NCC data were copied directly to the CRU half-degyad (intentionally without any attempt
to interpolate or “elevation correct” or otherwigdjust the values) in order to provide initial
forcing data for hydrological modelling including AWVERMIP. The CRU half-degree
elevations and differences from the ERA-40 one elegrid are illustrated in Fig. 1.
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Figure 1. Top: CRU half-degree elevations and Bottom: differenbesveen ERA (one-
degree) and CRU (half-degree) elevations. In timd aubsequent figures the numbers on the
left and bottom of the map indicate degrees laétadd longitude respectively.
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The key steps in the creation of the WFD for 1968001, following procedures
developed by Ngo-Duc et al (2005) and Sheffielclet(2006), were therefore: a) bilinear
interpolation to the CRU half-degree grid, b) “edéwn correction” of certain variables to
account for differences in surface heights betwten one- and half-degree grids and c)
adjustment of certain variables at the monthly eseah the CRU TS2.1 observations. It is
critical that the processing of i) 2m temperatuijesurface pressure, iii) specific humidity and
iv) downwards long-wave radiation flux was in tlatler because the elevation correction
using these variables sequentially is requirectaim the consistency between variables. Note
that only complete years of data have been empldyemd ERA-40 even though a few
months of data at the end of 1957 and the sta2002 are available. The ERA-40 reanalysis
product was derived from general circulation ma@CM) runs that assimilate, via 3D-var,
various satellite data, atmospheric soundings amthio land- and sea-surface observations
(Uppala et al. 2005). In several respects the ERAbduct is superior to the earlier NCAR-
NCEP reanalysis (e.g. Uppala et al. 2005).

However, despite assimilation of some surface mbsens, the 2m temperatures in
ERA-40 still lack some of the climatic trends andibit an overall bias compared to the
CRU observations (Betts and Beljaars, 2003; Simnetred. 2004; Hagemann et al., 2005).
Comparison of NCAR-NCEP, ERA-40 and the more reddmi-25 reanalyses in terms of
diurnal extremes in near-surface temperature res&ahe problems, particularly in minimum
temperatures, in each case (Pitman and Perkin®).2B@re both the CRU TS2.1 mean 2m
temperature and the mean 2m diurnal temperatugeréhe latter employed by Sheffield et
al., 2006, but not Ngo-Duc et al. 2005) were usedimprove ERA-40 near surface
temperatures at the monthly scale. Despite corsditieiefforts to improve upon their earlier
dataset (Mitchell and Jones, 2005), using methaesl wo avoid non-homogeneous station
data (Peterson and Easterling, 1994; Peterson &088), the CRU TS2.1 2m temperatures
retain a variety of inhomogeneities and outlierst@de et al. 2003, Brohan et al., 2006).
Since 2m temperatures are used both in surface Ismodéheir own right and also in the
elevation correction of other variables, it waseasisl to remove these errors during creation
of the WFD (discussed in Section 2b).

As well as temperature, CRU observations of mgn#verage cloud-cover fraction
were used in the bias-correction of downwards sivaxte radiation fluxes together with the
innovation of adjustments for seasonal cycles awhdal-scale variations in aerosol loading
(as detailed in Section 2f). In terms of precipatatwe corrected the average number of days
having precipitation using the CRU number of “we#ys. The total monthly precipitation
was corrected using the GPCCv4 full data produad@® and Schneider, 2005; Schneider et
al., 2008; Fuchs, 2008) with the CRU monthly totaded to produce alternative rainfall and
snowfall products. Monthly precipitation totals wealso corrected for gauge “undercatch”
(Adam and Lettenmaier, 2003). Note that the HadCR&i& (Brohan et al. 2006) were not
available at half-degree resolution during the woeeof the WFD.

The details of the steps used to process thereiffemeteorological variables are
discussed in turn below with illustration of sonvemage results plus a comparison of the data
for selected years at seven FLUXNET (www.fluxnetlgov/fluxnet/) sites (i.e. CarbEurope,
Ameriflux and LBA sites, Fig. 2 , Persson et aD0Q; Aradjo et al., 2002, Suni et al., 2003;
Meyers and Hollinger, 2004; Grinwald and Bernhd2@Q7; Urbankski et al., 2007; Gockede
et al., 2008). Information about the operation dfese sites can be found at
www.fluxnet.ornl.gov/fluxnet/siteplan.cimWhen FLUXNET data were missing, for the
variables other than rainfall or snowfall, we sithstd the average of values from other years
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from exactly the same half-hourly or hourly timegst This allowed preservation of local
diurnal and annual cycles. However, the preciptatiata were not gap-filled. The selection
of FLUXNET sites was designed to allow a) direcinparison of data from the early 1990s
to 2001 (restricting the geographic availabilitysoich data to, principally, Europe and North
America), b) cover a variety of latitudes and climaegimes, c) cover a variety of land-cover
types and elevations. Since the field data arelabai at half-hourly time steps (hourly for
Bondville and Manaus), whereas the ERA-40 data lftsas for the WFD) are 3-hourly, we
overlay daily average WFD variables onto the FLUAN#lues in the figures in order to
illustrate the results of processing the reanalyata.
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Figure 2: Locations of Fluxnet sites used in comparison WWTCH Forcing Data.

2) Creation of the WFD from ERA40 data

2a) Wind speed

Firstly the east-west and north-south wind speechponents ERA40 data were
squared, added and square rooted to obtain thel@gree wind speed. These data were then
bilinearly interpolated from the one-degree ERAdapositions (on a two-dimensional,
regular longitude-latitude grid, denotégks to obtain the WFD wind speed at 3-hour time
step ) at each half-degree CRU land paiit

Windyro(l,t) = Inter p[WinderAlerat)] 1)
wherelnterp indicates the operation of bilinear interpolation.

Fig 3 shows half-hourly FLUXNET data (black) comga to daily-average WFD
wind speed (red). Naturally the half-hourly FLUXNI&ata are much more variable than the
daily-average WFD wind speeds. Overall the figueendnstrates a good level of agreement.
On the other hand, the WFD averages for Bondvippear rather low compared to the
FLUXNET site. This probably results from the ERA-hd cover in the relevant area being
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assigned as forest (where slower winds at 10 m dvbalexpected) rather than the cropland
of the FLUXNET site.
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Figure 3: Comparison of daily average wind speed (Wind) ftbe@WATCH Forcing Data
(red) with half-hourly FLUXNET data (black, see &dor Fluxnet site locations).

2b) 2m temperature

Temperature is a critical variable in the WFD sinit is used in the elevation
correction of three other variables. In order ttaob2m temperatures (in K) from the ERA-
40 data at half-degree resolution the proceduretwas
a) convert the 2m temperatures at the ERA-40 atavato 2m temperature at sea-level using
an environmental lapse rate of -0.0065 K/m,
b) bilinear interpolate the sea-level 2m tempematarhalf-degree resolution,
c) convert the interpolated data to 2m temperadtithe CRU half-degree elevations. This is
represented as:

TeraSL(Ierat) = Terleratl) + (ZerAlera) X 0.0065) (2)
TlnterpSL: Inter p[TERASulERA:t)] (3)
Tinterp(l,t) = TinterpSL(I,t) — ZcrU(l) X 0.0065) 4)

whereTera and TeraSL are the ERA-40 2m temperature at the elevafigg (in km) and sea
level respectively on the ERA one-degree grid wWa®BnwerpSL and Tinerp are the 2m
temperature at sea level and at the elevafigq, (in km) respectively, on the CRU half-
degree grid.
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In order to correct the bias of the ERA-40 surfeamperatures (Betts and Beljaars,
2003, Simmons et al. 2004), the monthly average CF82.1 temperatures were used.
However, as mentioned earlier the CRU TS2.1 2m &atpres include both multi-year
offsets or discontinuities/inhomogeneities, as aslbutliers (Osterle et al. 2003; Brohan et all.
2006). Extreme examples of both types of errorilaustrated in Fig. 4. Such errors appear
not to have been corrected by Ngo-Duc et al. (2@0%) Sheffield et al. (2006) probably
because they used the CRU data degraded to oneedgggtial resolution.
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Figure 4 Top: Example of discontinuities in CRU TS2.1 2mperature (Tair). Bottom:
Example of single month outliers in CRU TS2.1 dnperature.

To identify and eliminate the discontinuities etCRU 2m temperatures we used the
procedures of Osterle et al (2003) that were oaiyrapplied to the first CRU dataset (called
CRU-PIK). This involved, at each location, usin@-gear moving window to establish the
window mean and standard deviation. At times wleediscontinuity caused a statistically
significant change in the mean, a replacement rbeaed on data outside the discontinuity
was used to correct the spurious offset (therebgtorg CRU-PIK2).

However, this window-based method was unabledatitly large single-point outliers
(Fig. 4 bottom). To locate the outliers we firstotgated, for each grid box, according to the
calendar month, the mean and standard deviatioth@f CRU 2m temperatures (after
correction for the multi-month/year discontinuiligsom 1958 to 2001. Outliers were then
defined as occurring when a particular month hadlae more than 5 standard deviations
above or below the calendar month average forghdtbox. Outlier values were replaced by
the calendar month mean. The choice of 5 standewvéhiibns as a threshold for defining
outliers represents a somewhat arbitrary attemgifiure extreme spurious values, but yet
preserve large natural variability in temperatufég. 5 top shows both the maximum

difference from 1958 to 2001 at each grid squaww the
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corrected data (up to a maximum of 40 K for 195822 the Chinese example shown in Fig.
4). The bottom of the same figure shows the nunobenonths (out of 528 for 1958-2001)
where the original- and corrected-CRU values difféote that most areas and most months
are unaffected by the corrections discussed here.
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Figure 5 Top: Maximum differences between monthly avera§® \®m temperature and
CRU TS2.1 2m temperatur¥Cj. Bottom: Number of months (out of 528) where W4
CRU monthly average temperatures differ (due tooneah of CRU discontinuities and
outliers).

Once the CRU data had been corrected we applibés:correction” at the monthly
scale to the 3-hourly interpolated 2m temperatusesg the following equation to obtain the
interim temperatureT(,im) from the monthly average interpolated temperatineterpMon
following Ngo-Duc et al. (2005) and Sheffield et @006):

Tintm(L,t) = Tinterp(1,t) + Terul,month - TinteryMon(l,month S)

whereTcru is the (corrected) CRU monthly average temperatite monthrunning from
January 1958 to December 2001.

Sheffield et al. (2006) also corrected their fogcdata using gridded-monthly average
diurnal temperatures from the CRU dataset. Howea®ifor the mean-monthly temperatures
the diurnal temperature range (DTR) in CRU TS2 dta@ims some anomalous January values
in this case over northern Greenland (up to 39.8B€fore correcting DTR we replaced the
anomalous January DTR with the averages for thevalgumt latitudes outside Greenland (i.e.
DTR of around 5 K). The correction takes the fo®hé€ffield et al. 2006), at each sub-daily
time step using both daily- and monthly-averages:

Twro(l,t) = TinmDay(l,day) + _ DTRcrylmontl X (Tinm(l,t) — TinmDay(l,day)) (6)
DTRnmMon(l,month
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where Ti,imDay is the daily average interim temperatudRcry and DTRmMon are the
monthly average diurnal temperature ranges from @RI i, respectively day runs from

the first to the last day of the monthponth This method preserves the prior monthly average
bias-correction of equation 5 (Sheffield et al. 00

Fig. 6 compares FLUXNET and WFD 2m temperaturdgeré is a remarkable level
of agreement; the daily average WFD values sit Ineatthin the range of sub-daily
FLUXNET values. This confirms that the WFD 2m temgtares capture the local daily-to-
monthly synoptic variability as well as the seasgaanual) cycle. This result is due to: a) the
success of the ERA-40 reanalysis and b) the faat #m temperature displays a long
“correlation decay distance” (exploited by CRU whgnidding meterological station data,
New et al., 2000) so that the half-degree WFD d@etifrom the GCM agree very well with
the small area sampled by the flux tower data. Reeption to this good agreement between
WFD and FLUXNET temperatures is exhibited at Coltgjo (Italy). The consistently cooler
FLUXNET data at Collelongo is simply explained thgh the environmental lapse rate,
because the field site is around 500m higher tharatrerage elevation of the corresponding
CRU half-degree grid square.
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Figure 6. Comparison of daily average 2m temperature froe\WATCH Forcing Data (red)
with half-hourly FLUXNET data (black).

2c) Surface pressure
Aside from the interpolation, the changes to 2mpgeratures during bias-correction
imply changes to surface (i.e. 10m) pressure. Tfeete of changes to 2m temperature are
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automatically incorporated into surface pressumndithe elevation correction needed during
bilinear interpolation at sea level. Rearrangingagpn 2 of Ngo-Duc et al. 2005):

PSraSUerat) = PSrA(lerat) (7)
TerAlerat) / (TeraSL(Erat) ) ¥R

whereg = 9.81 m/$, -y = -1.0*environmental lapse rate = 0.0065 K/m & gas constant
for air = 287 J/kg/K, withPSra and PSrsSL the surface pressure at ERA one-degree
elevation and at sea-level respectively (in Pa)enTtthe bilinearly-interpolated surface
pressure at sea level is:

PSmepSL(,t) =1nterp[PSeraSL{lerat)] (8)
with, on the half-degree CRU grid:

TweoSL(Lt) = Tweo(l,t) + Zcru(l) X 0.0065) (9)
PSwro(lt) =PSnterSL{LE) X (Twro(lt) / TwroSL(,1) 97 (10)

whereTwrpSLIs the WFD 2m temperature at sea level BSgrpis the final surface pressure
at the CRU grid elevation.

Fluxnet (Half-hourly), WATCH Forcing Data (Daily)
Hyytiala, Finland (61.85°N, 24.30°E, 181m v 138m, Evergreen Needleleaf Forest)
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Figure 7: Comparison of daily average surface pressure (BStwm the WATCH Forcing
Data (red) with half-hourly FLUXNET data (black).

The comparison of the WFD surface pressure with XINBT data (Fig. 7) shows
good agreement aside from: a) the offset in measspire at Collelongo that is accounted for
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by the difference in elevation between the gridaagevation and the flux tower elevation,
and b) apparent problems with flux tower pressueasurements at Manaus in late 1999 and
2000 and at Tharandt in 1997 and 1999.

2d) Specific humidity

Like Sheffield et al. (2006) we followed the medisoof Cosgrove et al. (2003) to
avoid supersaturation in the WFD that could occure do elevation changes after
interpolation and due to the earlier adjustmentdnotemperature and surface pressure. This
required keeping the relative humidity implied e tERA-40 data fixed during bilinear
interpolation at sea level and during elevatiorrextion. Thus firstly saturated water vapour
pressure was calculated on the ERA-40 one-degree ugitizing the 2m temperature in
Celcius,TCera

TCERA(IERAt) = TERpﬂERAt) —-273.15 (11)

Following Willett et al. (2007), the saturated wat@pour pressurd;satra Was calculated
using the equations of Buck (1981) which optimize Wexler (1976; 1977) equations with
specified uncertainty for temperatures betweerf #80+50 °C (193 — 323 K). Initially
saturated vapour pressure over water or ice usjo@ten 4a of Buck (1981) is calculated
using:

ES&ERpﬂERAt) =AX exp [ B — (TCERA(IERAt)/D)) X TCERA(IERAt)) / (TCERﬁ(lERAt) + C) ] (12)
where the constan#s to D are obtained from Table 2 of Buck (1981). WH&Zra is above

0.¢° CelciusA = 6.1121,B = 18.729,C = 257.87,D = 227.3. Over ice the values are:=
6.1115B=23.036C =279.82D = 333.7.

The enhancement factoFera for the saturation vapour pressure, which depeods
temperature and surface pressure, is (from equétafrBuck, 1981):

Fera(lerat) = 1.0+ X + (PSera(lerat)/100.0) X I + (Z X (TCerAlerat))?) (13)
with constantsX to Z (= A, B and C in Table 3 of Buck (1981). Wh@iCera is above

freezing:X = 0.00072Y = 3.2 x1(F, Z = 5.9 x10'. Over ice:X = 0.00022Y = 3.83 x1C, Z
= 6.4 x10%. Applying the enhancement we have:

ES&ERpﬂERAt) = ES&ERpﬂERAt) X FERpﬂERAt) (14)
The saturated specific humidit@satgrais then calculated as:

QsaERA(IERAt) = 0.62198 Iisa&ipﬂ@,t) (15)
RGrAlerat)/100.0) - (0.37802 Esatraleral))

and the ERA-40 relative humiditRHeraas:

RHERA(IERAt) = Oairipﬂ&t) x 100.0 (16)
QsatrAlerat)
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with Qairgra being the specific humidity. Bilinearly interpatatt to the CRU half-degree grid
the relative humidity becomes:

RH(|,t) =|nter p[RHERA(lERAt)] (17)

Reversing the process to obtain the saturation wapcessure HEsatyrp) on the CRU grid
with the WFD pressure and temperature and using:

TCwero(l,t) = Twro(l,t) — 273.15 (18)

we use initially:

Esatvro(l,t) = Ax exp[ 8 — (TGwro(l,t)/D)) X TCwro(l,t)) / (TCwro(l,t) + C) ] (19)
and

Fweo(lwent) = 1.0+ X + (PSwen(1,1)/100.0) x ¥ + (Z X (TCwro(l,t))?) (20)
so that:

Esatveo(l,t) = Esatvro(l,t) X Fweo(l,t) (21)

Then the saturated specific humidiQsatyep, is:

Qsatyep(l,t) = 0.62198Ksatyrp(l,t) (22)
RSwveo(l,t)/100.0) - (0.37802 Esatyep(l,t))

so that finally WFD specific humidity can be calatéld using:
Qairwrp(l,t) = Qsatyeo(l,t) x RH(1,t)/100.0 (23)

Fig. 8 shows that this processing has generatégalserage specific humidity values
that track the mid-range of half-hourly FLUXNET dafThe exception is again Collelongo
where elevation differences between the averagkhbgrx height and the flux-tower height
have caused an offset (as seen earlier, Fig. 6jlitiddally there appears to have been
measurement problems in 2001 at Manaus judgingdéynuch increased variability.

The processing (equations 11 to 22) means thatRig-derived adjustments to mean
temperature are consistently incorporated intoMi® specific humidity. This is particularly
important since water vapour is a key “Greenhous®’ go that it is involved in positive
climate feedbacks (i.e. rising global temperatueasl to greater global specific humidity if
global relative humidity stays constant, Desslealet2008). CRU observations of monthly
specific humidity and relative humidity include &nwate-change signal attributable to
anthropogenic influences (Willett et al., 2007).
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Fluxnet (Half-hourly), WATCH Forcing Data (Daily)
Hyytiala, Finland (61.85°N, 24.30°E, 181mv 138m, Evergreen Needleleaf Forest)
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Figure 8. Comparison of daily average specific humidity (Q&om the WATCH Forcing
Data (red) with half-hourly FLUXNET data (black).

However, we have not used the monthly CRU TS2gbuapressure values to modify
the WFD specific humidity because to do so woulthpmmise the internal consistency of
the modified ERA-40 data and potentially lead tourgpus supersaturation in some
circumstances. Instead we compare the implied vapmssures with these CRU data. The
implied WFD vapour pressurByp is:

Ewrn(l,t) = PSwep(1,t)/100.0 xQairwep(l,t) (24)
0.62198

used to compute winter and summer averages (winfeecember, January and February or
DJF, summer = June, July, August, JJA) for the dallaset. The overall winter average was
calculated using December 1959 to February 1960 Detember 2000 to February 2001.

Fig. 9a shows the average winter WFD vapour presand the difference from CRU
Ts2.1 values. The two datasets agree in most ptaaept for higher CRU vapour pressure in
parts of the southern Arabian peninisula, Kalaltssert and parts of central and northern
Australia. For summer average vapour pressure9bighows that compared Eyrp there
are higher CRU vapour pressures in several deg&rabian Peninsula, Sahara-, Kalahari-,
Gobi- and Mojave-Desert) as well as south-east iBriaat lower CRU vapour pressures in
the Himalayas. A comparison of ERA-40 and CRU dawnptemperature for 1986-1995
produced very similar patterns of discrepanciegyfé 2 Betts and Beljaars, 2003). All the
regions with discrepancies occur where the CRU T'$Bservations of vapour pressure are
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very sparse, especially prior to 1970 (New et299; 2000; Mitchell and Jones, 2005), so
currently it is assumed that in these areas theaged/VFD vapour pressure is just as likely to
be “correct” as the CRU values.

a0
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|
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Figure 9a Top: Average winter (DJF) vapour pressure implisdthe WFD specific humidity,
2m temperature and surface pressure (1959-2001fjoBo Average winter vapour pressure
in the WFD minus CRU TS2.1 vapour pressure.
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Figure 9b Top: Average summer (JJA) vapour pressure impghigdhe WFD (1958-2001).
Bottom: Average summer vapour pressure in the WHDISTCRU TS2.1 vapour pressure.
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2e) Downwar ds long-wave radiation flux

In order to generate the downwards long-wave taxhdlux, initially LWera needs to
be bilinearly interpolated to the CRU grid. As Qera LWera includes erroneous, slightly
negative, values that were replaced by local linetarpolation of adjacent values in time.
Interpolation of the corrected ERA-40 values yield&/interp

LWinterg(l,t) = Inter p[LWeraAlerab)] (25)

Following Cosgrove et al. (2003), in order to elemacorrect the interim values it is
necessary to copbra PSraandQera (With erroneous values corrected) onto the CRU:gri

Te(l,t) = Copy[TerAlerat)] (26)
P&(1,t) = Copy[PSrAlerat)] (27)
Qe(l,t) = Copy[QerAlerat)] (28)

Next vapour pressurég for the copied data was calculated:

Ee(l,t) = PS(1.1)/100.0 xQaire(l,t) (29)
0.62198

In relation to the Stefan-Boltzmann law for estimgtdownwards long-wave radiation, the
emissivity,eg, is calculated using (equation 15 of Cosgrovd.&tG03):

ee(l,t) = 1.08 x {1.0 — exp[-1.0 Eg(l,t)TEV/2016:9 (30)
and similarly for WFD values the emissivityyrpis:
ewrn(l,t) = 1.08 x {1.0 — exp[-1.0 Eyep(l,t) WFX/20169y (31)

These values allow correction bf¥Vinterpvia the Stefan-Boltzmann law using (equation 14
of Cosgrove et al. 2003):

LWro(l,t) = ((wro(l) X o)/ (ze(lt) X 0)) X ((Twro(l,)/Te(1)™) x Lwinterp(l,t) (32)
whereo is the Stefan-Boltzmann constant (5.6704 X¥/m?/K*).

Fig. 10 compares half-hourly FLUXNET downwardsdemave radiation (black) with
monthly average FLUXNET data (grey) and monthlyrageLWyrp (red). In most places the
monthly averages agree very well. However, at Hytiand Harvard Forest the summer
FLUXNET data are slightly higher thabWyrp. This suggests either a negative bias in
summerLWyep at these sites or summer bias in the FLUXNET mnemsents. At Bondville
and Collelongo sometimes the FLUXNET monthly avesagre higher, sometimes almost
identical and sometimes lower thEWAyrp.

To interpret these varying offsets we used the NABwnwards long-wave surface
radiation budget version 3 (i.e. SRB3 QCLW from
eosweb.larc.nasa.gov/PRODOCS/srb/table_srb.htniljesato assess bias IWMyrp. Ngo-
Duc et al. (2005) and Sheffield et al. (2006) usaléndar month averages SRB2 values from
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1983-1995 and 1984-1995 respectively to bias-cother downwards long-wave radiation
values. The SRB long-wave values are derived fraamarpeterisation of satellite and
meteorological data (Gupta, 1989; Darnell et 92 Gupta et al., 1992). For comparison to
LWwrp we follow Ngo-Duc et al. (2005) to find the aveeatplendar month average for 1984-
2001,LWsrdCalMon, from the bilinearly interpolated one-degree SRB3LW:

LWSRE(|,t) =Inter p[LWSRﬂSRBt)] (33)
LWsrgCalMon(l,calmont) = Mean[LWsgdVion(l,month] (34)
LWwepCalMon(l,calmonth) = Mean[LWyroMon(l,month] (35)

so that thdeWiyep can be offset to agree with the long-term avei@g83 QCLW using the
1984-2001 calendar month averagesdrfionthruns from January to December) via:

LWiwvroSRELLE) = LWAvep(l,t) X _LWsggCalMon(l,calmontt) (36)
LWwrpCalMon(l,calmonth

applied as an offset for all years (1958-2001).

Fluxnet (half-hourly, Monthly), WATCH Forcing Data (Monthly), WFD-SRBcorrected (Monthly)
500 — Hyytiala, Finland (61.85°N, 24.30°E, 181m, Evergreen Needleleaf Forest)
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Figure 10: Comparison of Monthly average incoming long-waadiation flux (LWdown)
from the WATCH Forcing Data (red) with monthly age incoming long-wave radiation
flux from SRBv3-corrected WATCH Forcing Data (blaed with half-hourly (black) and
monthly (grey) FLUXNET data.
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Fig 10 shows that the monthly average WFD longenvixes offset using SRB3 (in
blue) agree extremely well with the original WFDiues at the FLUXNET sites in Europe,
North America and Brazil. The exception to thistestaent applies to Collelongo where the
SRB offset leads to values substantially highen thath the WFD values and the FLUXNET
values. Nevertheless, this result shows that tiseme justification for using an SRB offset to
the WFD long-wave data.

Fig 11 illustrates the average winter and sumnosvrdvards long-wave in the WFD
as well as showing the difference to the SRB-offssults. Thd.Wyrp values show some
regions of lower values, especially over mountdass at Collelongo in Italy) and deserts,
compared to theWyrpSRBvalues. Gupta et al. (1999) explained difficultrdgth SRB long-
wave fluxes as due to large uncertainties in clooder and albedo over deserts and areas
covered with snow. Other large regions show thatWD values are larger than the SRB
offset values. The comparison of the original ERAldng-wave fluxes with SRB2 data for
1984-1994 by Betts and Beljaars (2003) produceg senilar patterns to that found in Fig.
11 (cf. their figure 11). The varying sign of thiéset differs substantially from the experience
of Sheffield et al. (2006). They found that theiCtRP-NCAR derived long-wave fluxes were
always elevated compared to SRB offset values widiel Hence, unlike this study, they
used the offset data as their primary product.

—180 =120 — &0 O 50 120 180

—100 —50 a 50 100 Wim?
Figure 11a Top: Average winter (DJF) downwards long-wave raidia flux in the WATCH
Forcing Data 1984-2001. Bottom: Average winter dexards long-wave radiation in the
WFD minus NASA SRB3-offset WFD 1984-2001.
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Figure 11b Top: Average summer (JJA) downwards long-waveatadi flux in the WATCH
Forcing Data 1984-2001. Bottom: Average summer deavds long-wave radiation in the
WFD minus NASA SRB3-offset WFD 1984-2001.

2f) Downwar ds short-wave radiation flux

Bilinear interpolation of the ERA-40 downwards gheave radiation fluxes,
following the re-setting of occasional erroneouglgly negative values (in regions of
perpetual darkness throughout the month) to zéao, v

SWinterfl,t) = Inter p[ SWerAlgrat)] (37)

i) Cloud-cover adjustments

Cloud cover fraction in reanalysis data can diffebstantially from observations
(Sheffield et al. 2006). Fig. 12 shows time sedesiparison of monthly average cloud cover
fractions in CRU (red) and ERA-40 (grey) at theestdd Fluxnet sites. ERA-40 cloud cover
agrees with that observed at Tharandt, Vielsalny weall including the mean and variability.
However, elsewhere there are important differencespme cases indicating a seasonal bias
(e.g. winter mean offset at Collelongo, winter aehmer offsets at Hyytiald) and in the US
and Brazilian sites there are both different mgareses) and different amounts of variability.

Figure 13 shows the winter- and summer-averagedetover according to CRU, plus
the seasonal averages for ERA-40 minus the CRUosabhsaverages. In winter at low
latitudes there are many places where the ERA-dQdctover is less than the CRU cloud
cover. This means that the gridded observationdyiore cloud cover than the reanalysis
and thus the mean downwards short-wave radiati@RA-40 is probably too large. At some
high latitudes in winter the ERA-40 cloud cover eads that according to CRU (Fig. 13a
bottom). In summer in most areas where there age ldifferences, ERA-40 indicates lower
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cloud-cover than CRU (implying higher downwards rstveave radiation than the gridded
observations would suggest).

ERA40 cloud cover (Monthly) v CRU-TS2.1 cloud cover (Monthly))
Hyytlala Finland (61.85°N, 24 30°E, 181m Evergreen Needieleaf Forest)
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Figure 12: Comparison of monthly average fractional cloud esonn ERA40 (grey) versus
fractional cloud cover in CRU TS2.1 (red) at sebelcELUXNET sites for 1958-2001.

Sheffield et al. (2006) adjusted their interpolatedan monthly short-wave radiation
fluxes to be consistent with the CRU cloud-coveacfions. The idea is to use the local
relationship between anomalies in monthly shortevaadiation and cloud cover in the
interpolated ERA-40 data and then use CRU clougcanomalies to reconstruct the
associated short-wave radiation anomalies.

This involved first interpolating the ERA-40 clowdbver fractions and finding the
monthly average interpolated ERA-40 downwards sharte SWherpMon) and the monthly
average interpolated ERA-40 cloud-cover fractio@k@drdnterpMon). Next the calendar
month averages across all years were found using:

SWinterpCalMofl,calmonth = Mean[ SWinterpMofl,month] (38)
Clouderadnterp(l,t) = Inter p[Clouderalerat)] (39)
CloudersCalMon(l,calmontl) = M ean[Cloud:gadnterpMon(l,month] (40)
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Figure 13a) Top: Average winter (DJF) monthly cloud-cover fran according to CRU
TS2.1 1958-2001. Bottom: Average winter cloud-cdraation in ERA-40 minus winter CRU

cloud-cover fractions.
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Figure 13b) Top: Average summer (JJA) monthly cloud-covertimacaccording to CRU
TS2.1 1958-2001. Bottom: Average summer cloud-civaetion in ERA-40 minus summer

CRU cloud-cover fractions.
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These values were then used to remove the locabsahcycle yielding monthly anomaly
values:

ClouderpAnongl,month) = CloudeganterpMon(l,month) — CloudersCalMon(l,calmonth) (41)
SWinterpAnorth,month) = SWinterpMo(l,month) — SWinterpCalMo(l,calmonth) (42)

Generally, decreased monthly cloud-cover fractienassociated with increased
downwards short-wave radiation. Thus the linearasgjon of the cloud-cover anomalies
(ClouderpAnom= X) versus the short-wave-anomali&\er,Anom=Y) at each location was
used to find the local slop&lppg and interceptiitercep) regression parameters. Of course
sites that were perpetually dark through the mdrging processed (at high latitudes in
winter) were excluded from the regression and gsylesat processing. All regressed
sites/months yielded statistically significant ebations between the X and Y values (via the
Student’s t-test for Pearson’s r at the P=0.01ikogmce level). Using the anomalies in CRU
cloud cover CloudzruyAnomn) from:

Cloud:rCalMon(l,calmonth) = M ean[Cloudcr(l,month] (43)
and
CloudzryAnon(l,month) = Cloudcry(l,month) — Cloud:ryCalMon(l,calmontt) (44)

allowed creation of new monthly anomalies in shueaire radiation $WnewAnojnthat are
expected, given the CRU cloud anomalies (insteadedoERA-40 cloud anomalies), using the
local regressions:

SWnewAnofhmonth = Slop€l) x Cloud-riAnongl,month + Intercepfl) (45)

The localSWinterpCalMoris then used to recover monthly averages posggtstnaverage
seasonal cycle:

SWnewMof,month) = SWnewAnofhmonth + SWinterpCalMo(i,calmontl) (46)

Finally the sub-daily time step values were adjdsto these new monthly means
using an offset. Sheffield et al. (2006) used e natethod to impose this monthly offset. The
ratio offset method is generally preferable to ddi@ve offset (e.g. Equation 5) when the
variable in question cannot be negative. Thus:

SWintnfl,t) = SWinter(fl,t) x _SWnewMo(,month 47
SWinterpMofi,month

However, this method proved unsatisfactory in samages because it created some
very unrealistic values. Consider a site where ERAdicates a generally very cloudy
month, but with a few clear days. If the monthlyjustinent due to the CRU observations
implied a rather cloud-free month (large averagerdeards short-wave flux) the ratio offset
method of Sheffield et al. could cause extremetgdashort-wave fluxes on the few cloud-
free days. Consequently, when in a particular looain a particular month, sub-daily values
exceeded the maximum obtainedSkVinterpat that site for that calendar month across all
years, the adjustment for cloud-cover was remowtile not entirely satisfactory, this
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safeguard prevents creation of occasional locaihgalistically large short-wave fluxes (e.qg.
above 500 W/r).

i) Aerosol-loading corrections

There were no adjustments for varying atmosphagoosol loading in ERA-40
(Uppala et al. 2005). However, long-term changesa@mosol loading can significantly
influence downwards short-wave radiation fluxeg.(&Vild et al., 2008). We have used a
correction of downwards short-wave radiation fluxessed on assessing the direct- and
indirect-radiative effects of tropospheric- andagispheric-aerosols on direct- and diffuse-
radiation fluxes at the surface. The procedure ireduassessments of 2@entury aerosol
optical depths (AOD) from a GCM combined with loog- tables of radiative transfer
calculations.

Distributions of tropospheric AOD at 0.55 pm ftet20" century are taken from
simulations by the HadGEM2-A GCM which is the atpiosric component of the Hadley
Centre Global Environmental Model version 2 (Maréihal., 2006; Collins et al., 2008).
HadGEMZ2-A includes six tropospheric aerosol spec@smonium sulphate, mineral dust,
sea-salt, black carbon from fossil-fuel, biomassilmg, and a climatology of secondary
organic aerosol from biogenic terpene emissionfidBia et al., 2007). When compared with
ground-based sun-photometer measurements, the mnodetestimates the total AOD over
Europe and North America in winter and north-westéfrica during mineral dust and
biomass-burning events. This implies that the @tiwas used for downwards short-wave
radiation are smaller than they should be. On tinerohand, simulations are good during
summer and throughout the year in Asia, southeric&fand South America (Bellouin et al.,
2007).

Changes in AOD throughout the™@entury were obtained by varying emissions of
aerosols and their precursors. Distributions gbaspheric AOD for the six aerosol types are
provided from the GCM at a resolution of 1.25%late by 1.875° longitude (indicated below
using the indexindscw) as monthly means every ten years from 1900 t®,188d every five
years from 1980 to 2000. Monthly distributions fggars not simulated are obtained by
linearly interpolating the modelled distributiord0-century distributions of stratospheric
aerosols from volcanic eruptions are provided asakmeans by Sato et al. (1993, dataset
updated in 2002).

Aerosol radiative effects are split into the direffect in the clear-sky (cloud-free)
part of a grid box and indirect effects in the dgtsky part. Hereafter, the shortwave
spectrum covers wavelengths from 0.28 to 4 um.

In clear-sky, the aerosol direct effect at thdame is the difference between radiative
fluxes computed using the AOD distributions desmlilabove and fluxes computed with an
AOD of zero. Downward direct- and diffuse-radiatiiexes depend on the solar zenith angle,
type and optical depth of the tropospheric aeroanll optical depth of the stratospheric
aerosol. Aerosol phase function and scatteringasibrption coefficients are computed for
all aerosol species at 24 wavelengths using Mieutations. Size-distributions and refractive
indices are those used in HadGEM2-A (Bellowh al, 2007), except for mineral dust
(Dubovik et al., 2002) and stratospheric aeroddighfe et al., 2004). The computed aerosol
optical properties are used in the discrete-ordisatverStreamer(Key, 1998). This radiative
transfer code is used with 24 bands in the shovepectrum and 24 streams. Aerosol phase
functions are decomposed into their first 48 Legendoments. Tropospheric aerosols are
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assumed to be homogeneously distributed acros$otinest kilometre of the atmosphere,

while stratospheric aerosols reside in a homogendayer between 15 and 20 km.

Calculations account for only one tropospheric s@repecies in combination with the

stratospheric aerosol. Ocean surface albedo is emapsing Cox and Munk (1954). Land

surface albedo is that of a generic, green vegetatibtained by averaging the reflectance of
grass, dry grass, and deciduous and coniferoustforéé should be noted that the surface
albedo has only a second-order effect on downwlase$. A standard mid-latitude summer

profile is used for gaseous absorption, and Ralyleicattering is included. When building

look-up tables, the cosine of the solar zenith eamglvaried from 0.1 to 1.0. The tropospheric
and stratospheric AOD are varied from 0 to 2.5 @ respectively. For all quantities, the

step of the variation is 0.05.

In cloudy sky, the aerosol direct effect is asstitebe zero: its signal is masked by
the extinction of clouds. There remains the esionadf aerosol indirect effects on clouds.
The CRU time series only characterise clouds by fn&ctional cover, which does little to
determine shortwave fluxes. Cloud type and optitigkness are unknown and surface fluxes
cannot be computed similarly to the clear-sky cAsean alternative, scaling factors between
the aerosol direct effect in clear-sky and indireffects in cloudy-sky are derived from the
HadGEMZ2-A simulations used to obtain the AOD disitions. In those simulations, sulphate,
sea-salt, biomass-burning, and secondary orgamseals exert indirect effects on large-scale
and shallow convective liquid clouds. Scaling fastare computed for each season and for 15
regions of the world.

The clear-sky direct effect in a given grid-boxaagiven time and date is obtained
from the look-up table record corresponding to th@rent solar zenith angle, and
tropospheric and stratospheric optical depths. eSimook-up tables do not include
combinations of different tropospheric aerosol gypehe whole tropospheric column is
assumed to have the optical properties of the dambimerosol. Look-up table fluxes are
linearly interpolated in solar zenith angle andptspheric AOD. The cloudy-sky indirect
effect is given as the clear-sky direct effect nplikd by the regional and seasonal scaling
factor, except for gridboxes where mineral dusthiss dominant aerosol species, as mineral
dust does not exert an indirect effect on liqumlds.

Summarizing the corrections calculated on the G@h provide a) correction for
clear-sky downwards radiation accounting for thedi effect and indirect effect of aerosols
in the troposphere plus the direct effect in thatesphereqdre and b) correction for cloudy-
sky downwards radiation in the troposphare)( Note that it is assumed that stratospheric
aerosols do not influence cloudy-sky radiation ésixbecause they do not interact with
tropospheric clouds. Aerosol indirect effects aptrspheric and stratospheric ice clouds are
not accounted for, as aerosol impacts on ice chmadeation remain uncertain. The correction
terms were interpolated to the CRU grid:

sdrgl,month = Inter p(sdrglgcm,month (48)
ire(l,month = Interp(ire(lccm,month) (49)
and combined with CRU cloud-cover fractions via:

SWocor(l,month = (sdrgl,monthx(1-Cloudcr(l,month) + (ire(l,monthxCloudcrl,month)
(50)
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SWdown corrections due to aerosol direct & indirect effects (Monthly, proportions from CRU cloud cover)
Hyytiala, Finland (61.85°N, 24 30°E, 181m, Evergreen Needleleaf Forest)
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Figure 14: Monthly average corrections of downwards short-wanegliation fluxes
(SWdown) due to direct and indirect aerosol loaduagiations at selected FLUXNET sites
for 1958-2001.

iii) Validation

Fig. 14 illustrates corrections for the selectddJKNET sites. This shows how
corrections due to changing aerosol loading vargugh time; with maximum corrections
due to 1980s summer industrial aerosol productioor go extensive clean-air legislation
apparent in north-central Europe (at Tharandt ameds®m). Spatial patterns of the radiation-
flux corrections are illustrated for winter 1980da?2000 and summer 1980 and 2000 in Fig.
15. Again the decrease in summer corrections requior Europe are apparent as are the
increased corrections needed over southern Asiatbedast two decades.

The corrections (always negative) were appliechtor-zero time steps @Wintermusing:
SWyeo(l,t) = SWintngl,t) + SWcor(l,month (51)

As for downwards long-wave fluxes (Section 2e¢ WFD short-wave fluxes have
been compared with the SRB version 3 SWQC prodsioguaverages from 1984-2001:

SWsrdgCalMon(l,calmontl) = Mean[SWsgrdMon(l,month] (52)
SWyrpCalMon(l,calmonth) = Mean[SWyrpMon(l,month] (53)

used to obtain an offset applied to data from 12681.
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SWepSREILE) = SWyep(l,t) X _SWsrdCalMon(l,calmontl) (54)
SWyrpCalMon(l,calmonth
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Figure 15a Corrections to downwards short-wave radiation #sxdue to tropospheric and
stratospheric aerosol loading in Top: January 1@8@ Bottom: January 2000.
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Figure 15b Corrections to downwards short-wave radiation @sxdue to tropospheric and
stratospheric aerosol loading in Top: July 1980 d&uattom: July 2000.
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Fluxnet (Daily, Monthly), ERA-40 (Monthly), WATCH Forcing Data (Monthly), WFD-SRBcorrected (Monthly)
Hyytiala, Finland (61.85°N, 24.30°E, 181m, Evergreen Needleleaf Forest)
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Figure 16: Comparison of Monthly average incoming short-weagiation flux (SWdown)

from the interpolated ERA-40 data (olive), WATCHdhag Data (red) with monthly average
incoming short-wave radiation flux from SRBv3-coteel WATCH Forcing Data (blue) and
with daily (black) and monthly (grey) FLUXNET data.

Fig. 16 compares, at the selected FLUXNET sitles,honthly average interpolated
ERA-40 downwards short-wave radiation fll8Winterp olive) with the WFD (SWrp, red),
WFD adjusted using SRB version 3 SW@®MyrpSRB Darnell et al., 1992, blue) with the
daily average FLUXNET data (black) plus the asdedianonthly averages (grey\Wyep
and interpolated ERA-40 values agree well in mases (except at Hyytiala and Tharandt in
the summer). GenerallpWyrp and theSWyepSRB agree well in most places except at
Manaus. At Tharandt and Vielsalm, where the biggesbsol corrections are applied out of
the selected FLUXNET siteSWyrp andSWyrpSRBagree very well. By comparison with the
FLUXNET data at Manaus the SRB-adjustment resaltdawnwards short-wave fluxes that
are far too large. Gupta et al. (1999) attribugghbr SRB short-wave fluxes at Manaus partly
to insufficient accounting for aerosols from biomasirning. At the seasonal scale 8\&yrp
and SWyrpSRB generally slightly underestimate the FLUXNET mdwthverage values in
summer at Hyytidla, Tharandt and Vielsalm. At Colgo and Harvard Forest the
FLUXNET monthly averages are slightly over-estindaby bothSWyrp and SRB-adjusted
WFD in the spring, summer and autumn. At Bondvihe FLUXNET averages are over-
estimated bySWyrp, but sometimes over-estimated and sometimes ustdesged by

SWyroSRB

Fig. 17 illustrates winter- and summer-average rdeards short-wave fluxes for
1984-2001. The difference between these valuestlaaidfor the SRB-adjusted WFD are
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shown in the bottom parts of Fig. 17a and b. Sekleffiet al. (2006) found that their
interpolated NCEP-NCAR reanalysis data were comsibt less than SRB values worldwide
on land. In contrast there are some areas wher8\Wigp are larger than the SRB-adjusted
data (e.g. in winter: south east Asia and in sumiGBeeenland, part of west Africa, Oman,
Pakistan and Tibet) and some areas where theyrakes (in winter and summer: especially
tropical areas and in summer: much of Europe, &ilzard Alaska).
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Figure 17a Top: Average winter (DJF) downwards short-wave &idin flux in the WATCH
Forcing Data 1984-2001. Bottom: Average winter dexards short-wave radiation in the
WFD minus NASA SRB3-offset WFD 1984-2001.

Part of the difference in winter especially in gahAfrica can be explained as related
to the aerosol correction (compare Fig. 17a botath Fig 15a) and aerosols from burning
have been identified as a cause of positive biaSRB data in parts of Africa and South
America (Gupta et al., 1999). However, the aera@sotections applied do not explain why
SWyep is higher tharSWypSRBIn south east Asia nor why it is lower in IndomesThe
aerosol corrections also cannot explain the highermerSWyrp compared t&WyrpSRBIN
north east Brazil nor Indonesia nor in the Sahgiore of Africa (around 10, compare Fig
17b bottom with Fig 15b). In the case of the Salgbarity it is possible that the explanation
lies in cloud cover as well as aerosols from bugnifg. 18 is used to support the idea that
differences in cloud cover explain the disparitytine Sahel during the summer. According
CRU the cloud cover (used to corre&¥Vinterp is fairly elevated across the Sahel region
whereas the average summer short-wave flux irati@a according to the SRBv3 SWQC data
accords to much clearer-sky conditions (Fig. 18)p&@ et al., (1999) showed that locally
SRB short-wave fluxes are over-estimated compapefluk tower measurements due to
insufficient modelling of cloud cover.
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Figure 17b) Top: Average summer (JJA) incoming short-wave taahiaflux in the WATCH
Forcing Data 1984-2001. Bottom: Difference betwagarage summer incoming short-wave
radiation in the WATCH Forcing Data and NASA SRBABacted WATCH Forcing Data
1984-2001.
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Figure 18 Top: average summer CRU TS2.1 cloud cover (19842@Bottom: Average
summer (JJA) incoming short-wave radiation fluxNASA’'s SRB3 SWQC dataset (1984-
2001).

In summary, there are some differences betvi@&ix-p andSWypSRB but as for the
long-wave data (Section 2e), not the clear-cutdirgetional biases with the FLUXNET data
or satellite product to justify treating the SRBweded data as superior 8Wyep.
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29g) Precipitation flux
i) Introduction

From the perspective of hydrological modelling hwnt WATCH clearly the
precipitation fluxes to be used in the WFD neecdssess characteristics that agree with
observations as closely as possible. There arertamgadisparities between ERA-40 monthly
precipitation totals and both CRU and GPCP totapeeially in tropical latitudes and
additionally the global water budget in ERA-40 ist itlosed (i.e. the excess precipitation
versus evaporation over land is not matched bylé#iieit in precipitation versus evaporation
over the ocean, Betts et al., 2003; Hagemann,&2@)5; Uppala et al., 2005). Ngo-Duc et al.,
(2005) corrected the precipitation totals from thierpolated NCEP-NCAR reanalysis data
using CRU observations that had been degraded @¢edegree resolution. Sheffield et al.
(2006) added to these corrections by also corrgdtie number of CRU “wet days” (the
number days per month with rainfall and/or snowyfal well as correcting for precipitation
gauge-undercatch via the gridded average catobsrafi Adam and Lettemaier (2003). The
wet-day correction was partly necessary to rem@ugigus northern latitude spatial-patterns
in precipitation probabilities inherent in the NCARCEP reanalysis (figure 1 of Sheffield et
al., 2004).

The wet-day correction adopted by Sheffield et(2006), utilizing the methods of
Sheffield et al. (2004) involved randomly allocatinvith the correct conditional probability,
a particular grid cell's precipitation. When thendamly allocated state, “wet” or “dry”,
matched the state of the preceding day the randahdgated precipitation rate was adopted,
otherwise the precipitation value was replaced g selected at random from the library of
days of interpolated precipitation. For locationsene wet days substituted for dry days and
vice versa, the other variables meteorological hksib to be resampled. This method allowed
adjustment of the interpolated precipitation daialat the number of wet days in each grid
cell matches that of the one-degree version of0R& wet day observations. However, this
approach had the effect of destroying the spat@therence of large-scale (frontal)
precipitation events (e.g. figure 7 of Sheffieldatt 2004). Consequently, Sheffield et al.
(2006) explicitly state that the intended use eirtforcing data is for long-term (monthly and
longer) land-surface modelling precisely becausehed disruption of spatial coherence.
Clearly within the context of WATCH and the hydrgical modelling of synoptic-scale
extremes it is desirable to employ an alternatixetegy for wet-day corrections.

i) Wet-day correction
The approach used was derived after extensiveusbsimn and experimentation
between Workblock 1 and 3 and cannot be considereé a perfect solution to the problem.
However, it is considered expedient and sufficikenprovide credible precipitation data for
hydrological modelling at least at the sub-monthly,not weekly or daily scale. The
interpolated ERA-40 large-scale precipitati®P and convective precipitatioCp):

PNintergl,t) = Inter p[LSRlgrat) + CP(lerat)] (55)

Is used to calculate the number of wet days @¥owing CRU meaning days with more than
1mm of rainfall plus (water-equivalent) snowfalDompared to CRU, the number of wet days
in the tropics is much larger PNinterpin the winter and summer (Fig. 19). The interpadat
ERA-40 data do not exhibit the spurious northemmisphere spatial patterns of precipitation
discussed by Sheffield et al. (2004).
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Figure 19a Top: average number of wet days per month in wi(@dF) in CRU TS 2.1.
Bottom: average number of wet days per month intevim CRU minus wet days in
interpolated ERA-40 rainfall
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Figure 19b Top: average number of wet days per month in sunfddéd) in CRU TS 2.1.
Bottom: average number of wet days per month innsmn CRU minus wet days in
interpolated ERA-40 rainfall.
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A wet day correction has been applied for locatiand months where the number of
wet days inPNinterp exceeds the number of wet days in CRLRUwe}. The procedure
involved repeatedly re-setting to zero, for eactatmn and month, the day-of-the-month
having the lowest precipitation rate. This was oorgd until the number of wet days in the
month matche€CRUwet The method is designed to reduce the number btiexs down to
the CRU observations, but without destroying theatigp coherence of widespread
precipitation events (e.g. frontal rain affectingltiple half-degree grid boxes simultaneously
and/or sequentially). In particular, the places days with the lowest precipitation rates have
been targeted for removal because they are legsifisant from the perspective of
hydrological modelling (particularly with regard ftmods and droughts). The procedure is
designed using the assumption that the lowest gitatton rate in widespread events that
include high rates of precipitation, is usually@sated spatially with the edges of areas of
rainfall or snowfall. For simplicity and ease ofdaag, in places and at times when
precipitation has been removed, no attempt has ivegle to modify the other meteorological
variables.

A deficit in monthly wet days in the interpolatpdecipitation compared to CRU is
actually comparatively rare with, outside Greenlagidall areas involved in north Siberia in
winter and small areas in north east Brazil (FR). Consequently, no wet-day correction has
been applied when the number of wet day$Minterpis less tharCRUwet Addition of
precipitation on selected dry days in a way thatilédoe consistent with the hydrological
modelling of sub-monthly meteorological variabiliyould need to ensure that: a) associated
variables (especially downwards short-wave flux, mperature and specific humidity) are
consistent with the added rain or snow, b) the ddutecipitation is spatially coherent across
grid boxes, and c) the added precipitation is &iast with the synoptic situation (weekly-to-
monthly pressure variations) as diagnosed by th&@€&analysis. However, in areas with a
deficit in wet days, but with several days of veow precipitation rates, potentially the bias-
correction step (Section 2g iii) could lead to smsed rates and thus increase the number of
days associated with daily totals exceeding the lthmeshold for wet day definition. This
explains why in the final data there are actuallgemdingly few areas with a deficit in wet
days compared to CRU (Fig. 20).

Iii) Bias-correction
In order to correct the total monthly precipitatim the wet-day-correcteleNinterp,

data have been obtained from the Global Precipita€Climatology Centre (GPCC) half-
degree version 4 full product (Table 2). This cetssof monthly gridded precipitation totals
(GPCCPN from rain-gauge observations (i.e. without intgigm of satellite products) in a
system that is very like CRU, but with a much geeaumber of stations particularly in 1990-
2001 (compare Mitchell and Jones, 2005 and FucB88)2 For some places, especially
islands, represented by one or very few boxesen@RU grid that are not covered by GPCC
v4, we have employed the CRU TS2.1 precipitatidal$o Following Ngo-Duc et al. (2005)
and Sheffield et al. (2006) we corrected the sulyg@aecipitation rates using:

PNgpcdl,t) = PNinterg(l,t) x GPCCPNI,month (56)
PNinterpMonTafl,month

where PNinterpMonTotindicates monthly total precipitation. Next theegpitation was
allocated to interim snowfall- SFintmGPCQ and rainfall-rates RFintmGPCQ in the
proportions associated with the interpolated data:
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SFintergl,t) = Inter p[ SKIerat)] (57)

using:

SFintmGPC@,t) = PNgpcdl,t) X _SFintergdl,t) (58)
PNintergl,t)

so that:

RFiNtMGPC,t) = PNepcd(l,t) — SFintmGPCQ,t) (59)
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Figure 20 Top: average number of wet days per month in wi(@dF) in CRU minus the
number in PMpGPCC. Bottom: average number of wet days per miongummer in CRU
minus the number in RifpGPCC.

To allow comparison of the effects of the GPCQd @RU-derived precipitation totals
we repeated this exercise using the CRU precipitattals CRUPN in place ofGPCCPN

PNcruUl,t) = PNintergl,t) x CRUPNI,month (60)
PNinterpMonTatl,month

so that the corresponding interim snowfall andfedimates are:

SFintmCRUI,t) = PNcru(l,t) X _SFintergl,t) (61)
PNinterg(l,t)
and:
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RFintmCRUWI,t) = PNcru(l,t) — SFintmCRW,t) (62)

Note that the CRU TS2.1 totals were not correctedrfhomogeneity prior to their use (cf.
Osterle et al., 2003).

Iv) Precipitation gauge catch-correction
Sheffield et al. (2006) corrected their precipiatrates using the precipitation gauge
catch ratios of Adam and Lettenmaier (2003). Thatclke ratios”, which allow for gauge
design, wind-induced undercatch and wetting lospesyided as average calendar month
values on a half-degree grid, allow a simple cdimedo be applied to sub-daily precipitation
rates. Each catch ratio for each calendar montlesepts the average precipitation measured
in local gauges divided by the catch-correctedipredion (Adam and Lettenmaier, 2003).

However, only single values were provided for eaadnth and grid box — in other
words separate corrections for rainfall and sndwiadre not provided. This means that in
high latitude and/or high altitude grid boxes whem®w is expected in winter, there is the
possibility of incorrectly applying a snowfall cateatio in years where, unusually, there is
substantial rainfall. Consequently separate cattiog have now been created for rain
(CRrain) and snow CRsnoWy at every grid box. In some coastal areas andlssiahds,
where the original half-degree catch ratio grid nad include all the CRU grid boxes, a catch
ratio of unity has been assumed. Fig. 21 illussrd@nuary and July catch ratios for rain and
snow. Note that in parts of western Canada measmsnof snow thickness are used in place
of precipitation gauges so the catch ratio excdedlgi.e. the snow-water equivalent rates are
decreased in these areas during correction). Higllitrates the CR ratios in January and
July.

The precipitation gauge corrections were appliedgis

RRwvrpGPCQl t) = RFintmGPC,t)/CRrain(l,calmonth) (63)
SFvepGPCAl,t) = SFintmGPC,t)/CRsnowl,calmontl) (64)
RFveoCRU(LLE) = RFintmCRUYI,t)/CRrain(l,calmonth (65)
SFvecCRU(1Lt) = SFintmCRWI,t)/CRsnowi,calmonth (66)

Fig. 22 compares daily average FLUXNET and WFLrimigation at the selected sites.
Note that since the WFD data are based on halfegegrid box averages one would not
expect very close correspondence in timing or the sf extremes for particular rainfall or
snowfall events. Nevertheless, at some sites (BlytiTharandt and Harvard Forest) the
agreement is remarkably good.

V) Remaining issues

The processing procedures adopted for WFD pretipit have resulted in a few
remaining issues. The most serious concerns autireiprecipitation rates where in a few
isolated places, especially near the boundarieghef Inter-tropical Convergence Zone
exceptionally extreme precipitation rates were te@aThis problem occurs when, in places
with fewer wet days than in CRU (since wet daysensot created artificially — Section 2ii),
substantially higher monthly totals in GPCC compare ERA-40 results in implausibly high
precipitation rates following bias-correction. Wavk addressed this issue by using a locally-
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based threshold used to clip extreme rates. Thaidotdpnormal probability of precipitation
rates was established in 1980 and 1981. Then,afparticular time interval the precipitation
rate exceeded the 99.999% log-normal probability tfa@t location it was re-set at the
threshold level. Ideally more years could have bhesed to establish the probability function,
but time pressures within WATCH prevented this.
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Figure 21a Precipitation gauge catch ratios for rain in Toparuary and Bottom: July
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Figure 21b Precipitation gauge catch ratios for snow in Topndiary and Bottom: July.
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Fluxnet (Daily ave), WATCH Forcing Data (Daily ave)
Hyytiala, Finland (61.85°N, 24.30°E, 181m, Evergreen Needleleaf Forest)
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Figure 22: Comparison of daily average rate of precipitatigainfall plus snowfall) from the
WATCH Forcing Data (red) with daily average rate mfecipitation in the Fluxnet data
(black).

ERA-40 includes, in a few places and a few monpingcipitation rates that are just
above zero at all time steps apart from times @itural” precipitation. Unfortunately the
monthly bias-correction step has very rarely haal eéffect of increasing these background
rates to a level where the final data imply a sjusiconstant “drizzle” through the month. In
semi-arid regions such precipitation is clearly casistent with the local climatic conditions.
From the point-of-view of hydrological modellingigHow-level background is not significant.
Again time pressures prevented adoption of a viabletion to this problem.

Although gauge-correction was applied to the WHBcpitation data, this did not
include any allowance for orographic effects that bias gauge readings. Such effects can be
very substantial in some places and correction® hmeen calculated (Adam et al., 2006).
However, adoption of gauge corrections for orogyagbpends on detailed treatment of the
particular datasets involved and require local astridlow data and modelling of evapo-
transpiration. This work was beyond the scope aof tflata generation exercise, but
hydrologically it is clear that orographic effeetdll have been underestimated in the WFD
precipitation data (Adam et al., 2006).

Fig. 23 compares the final average winter and sempmecipitation based on the
GPCC-totals, and the CRU-totals. It is clear thmthe great majority of areas there is no
difference, but in north east India there are sl divergences between the GPCC and
CRU totals. On balance, given the much greater musnbf stations (Fuchs pers. comm.,
2008, Fuchs, 2008) we favour the data derived usiegsPCC values.

Technical Report No. 22 -36 -




—1a0 =120 — 50 o) G0 120 180

jal SO0 1000 1500 2000 mm

—— e 3
e~ R
i i

G i

—500 =250 a 250 500 mm

Figure 23a Top: winter (DJF) average precipitation totals (rdall plus snowfall) for the
WFD corrected using GPCC v4 full product totals.ttBm: as for Top, but minus winter
average rate of precipitation for the WFD correctading GPCC v4 totals minus WFD
corrected using CRU TS2.1 totals.
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Figure 23b Top: Summer (JJA) average precipitation totalgr(fal plus snowfall) for the

WFD corrected using GPCC v4 full product totals.ttBm: as for Top, but minus summer
average rate of precipitation for the WFD correctading GPCC v4 totals minus WFD
corrected using CRU TS2.1 totals.
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3) Conclusion

The data set provided here has been designedide alkalf-degree hydrological
modelling. This required adjustments to the ERApd@neered in previous forcing datasets
(Ngo-Duc et al., 2005; Sheffield et al., 2006) autiling the use of new data (GPCC v4 for
precipitation, varying atmospheric aerosol loadimdfects, separated catch ratios).
Comparison with FLUXNET data demonstrates a closgespondence between field-
measured and these adjusted reanalysis data farglbles.
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