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Description of the values of the solubility coefficients for the different
solutes, their order of magnitude was estimated to obtain realistic
amounts of leached DOC and considering the relative solubility among
the various substances, e.g., mineral potassium and nitrate are easily

leached, while for phosphorus adsorption is very important. . . . . .
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1 Model overview

Tethys-Chloris (T&C) simulates energy, water and elements budgets at the land-
surface, and the physiological cycle of plants, representing different carbon and nu-
trient compartments. Simulated plant life-cycle processes include photosynthesis,
phenology, carbon allocation and tissues turnover. Vegetated and non-vegetated
surfaces represent the land-cover and in specific conditions the land surface can be
covered by snow and/or ice. In a domain of study, the dynamics of each computa-
tional element are resolved using local meteorological forcing (eventually affected by
distant topography) and boundary conditions, in terms of soil and vegetation prop-
erties. Spatial interactions are introduced by considering the surface and subsurface
water transfers among elements that affect the soil moisture states. Soil moisture, in
turn, impacts local dynamics via the coupled energy-water-carbon-nutrient interac-
tions. Shading cast by remote terrain is also considered. A quasi-three-dimensional
representation of land-surface dynamics in a given domain is thus achieved, where
incoming energy and water lateral transfers can influence the spatio-temporal vari-
ability of the simulated fluxes and states.

Multiple processes are represented in the model that interact with each other in
a dynamic fashion, mimicking the inter-coupled vegetation-hydrology-soil biogeo-
chemistry system. An outline of the simulated hydrological processes is sketched in
Figure 1. The coupling among various plant life regulatory mechanisms is illustrated
in Figure 2 and an overview of the soil biogeochemistry component is presented in
Figure 3. The simulated components are also listed in the following.

¢ Hydrological components

e absorption, reflection, and transmittance of solar shortwave radiation and at-
mospheric longwave radiation (Section 4);

e sensible and latent heat fluxes, ground heat flux and other energy processes,
including the partition of latent heat into transpiration and various evaporation
components (Section 5);

e resistance schemes for water and energy fluxes, including aerodynamic resis-
tance, leaf boundary layer resistance, within canopy turbulence profile, soil
and litter resistances, and stomatal resistance (Section 6);

e snow hydrology component, including snowpack energy balance, snowmelt,
and snow interception by canopy (Section 7) and avalanches (Section 16);

e ice hydrology component, including ice energy balance, and ice melt (Section
8);

e interception, throughfall, water logging and water influx to soil (Section 9);
e hydrology of surface water bodies and fractured rocks (Section 10);
e rainfall induced erosion (Section 11);

e interaction between plants and water availability (Section 13);
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Figure 1: A diagram of the included hydrological components.

infiltration and unsaturated and saturated zone water dynamics in a multi-
layer soil, including runoff formation (Section 12);

subsurface (Section 14) and surface flow routing (Section 15).
Vegetation components

photosynthesis and plant respiration, carbon balance including allocation and
translocation and tissue turnover (Section 17);

plant biophysical relations (Section 18);
plant nutrient budget (Section 19);
vegetation phenology (Section 20);

vegetation management (Section 22).
Soil biogeochemistry components

carbon and nutrient budgets of litter (Section 21.2 and 21.3);
soil organic carbon budget (Section 21.4);
soil nitrogen, phosphorus, and potassium budgets (Section 21.6, 21.7 and 21.8);

nutrient leakage, deposition, biological nitrogen fixation, and supply of primary
minerals (Section 21).



The hydrological budget is formulated at an hourly time scale to preserve sub-
daily meteorological variability and the diurnal cycle. Most vegetation dynamics are
simulated at the daily time scale, however biochemical processes of photosynthesis
and stomatal physiology are computed at the hourly time scale, as a necessary
component affecting the hydrological budget. Soil biogeochemistry dynamics are
resolved at the daily scale. Other modules operate at the sub-hourly resolution,
e.g., the subsurface water dynamics are formulated to have an adaptive time step
(minutes). The infiltration component can be forced disaggregating rainfall at the
5 minute time scale. The surface flow routing uses internal time steps in the order
of seconds (Section 15). Mass and energy budgets are conserved at their respective

computational steps.

1.1 Short model history

The idea to develop Tethys-Chloris model originates back in 2007 from the emerg-
ing interest that the previous decade reversed toward ecohydrological studies and
related scientific questions. The original idea was to build a physical-based mecha-
nistic tool that could account for the coupled interactions of energy-water-vegetation
in distributed and topographically complex domains where water was the dominant

[ Leaf Age }

[ Drought and cold stress

— Photosynthesis

(7) Standing

dead-leaves
Growth and
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Respiration
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Figure 2: A conceptual diagram of carbon fluxes and processes simulated by the model.
The seven carbon pools represent leaves, fine roots, living sapwood, carbohydrate reserves,
fruit and flowers, heartwood/dead sapwood and standing dead leaves. The red arrows
indicate the general fluxes related to photosynthetic products. The blue solid-line arrows
show allocation fluxes, while the magenta lines show translocation fluxes. The black
dashed-line arrows indicates turnover from carbon pools. The yellow arrows indicate
allometric constraint controls.
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Figure 3: A conceptual scheme of the 55 carbon and nutrient pools simulated by the
model. Aboveground and belowground litter pools are presented in the top panel. Soil
Organic Carbon (SOC) pools and corresponding fluxes are presented in the central panel.
The nitrogen, phosphorus and potassium cycles are presented in the bottom panels. The
COg respiration fluxes are indicated with yellow arrows, nutrient inputs and outputs with
red arrows.

component affecting vegetation functioning. This is reflected in the earliest publica-
tions (Fatichi, 2010; Fatichi et al., 2012a,b) introducing the model. Since then, the
scope of the model has been continuously expanded to deal with a large variety of
ecosystems and climates and address new problems. This has led to the revision of
original model solutions, the improvement of parameterizations, and, for instance,
the inclusion of management components (Fatichi et al., 2014b). Recently a major
effort has been dedicated to add an entire module dealing with plant mineral nutri-
tion and soil biogeochemical dynamics (Fatichi et al., 2019). In this evolution, T&C
moved from its original ecohydrological design to become a mechanistic ecosystem
model, or Terrestrial Biosphere Model (TBM) to use a more recent terminology.
Since 2012, it has been used to tackle scientific questions about global change and
the future of water and carbon resources where complex non-linear interactions be-
tween hydrological, soil and vegetation dynamics are at play. Being a research tool,
T&C is evolving continuously, there are periods when small changes or additions are
occurring on a daily or weekly basis, which makes difficult to document precisely
the details of all the latest implementations. The pages you will be reading in this
technical reference are the best effort to summarize T&C structure at October 2019,



but surely by the time you read, some change would have occurred. Regardless, we
deem extremely important for any model to have such a technical reference, this
does not only represent the main source of model documentation, but it can be seen
as the platform for guiding further model developments.

As a final note, the model names may seem unfamiliar, however Tethys (Greek:
Tnlrs) in Greek mythology, was an archaic Titaness and aquatic sea goddess and
she was considered as an embodiment of the waters of the world. Chloris (Greek:
X wp iotas) was a Nymph associated with spring, flowers, and new growth, thus,
now this name is way less surprising for such a model.

2 Basic computational element geometry and surface

composition

In a distributed model, the domain is typically represented using a number of
elementary computational units (Kampf and Burges, 2007). These are referred to
here as basic computational elements, implying smallest elements for which the model
computes all the state variables and the energy, water, carbon, and nutrient fluxes.
In the case of hydrological basin, or a region, the basic computational element is
characterized by a topographic representation, and interacts with the neighbors
elements (Section 3). The basic element is further characterized by a land cover
composition that summarizes one or more of the possible land use.

Basic computational elements can be represented in different ways, with unstruc-
tured grids as triangulated irregular networks (TIN) or hexagons, or with regular
grid domains (Tucker et al., 2001; Ivanov et al., 2004; Vivoni et al., 2005; Kampf
and Burges, 2007; Khanna and Medvigy, 2014). T&C uses a regular square grid
(Figure 4a), which corresponds to the grid of a Digital Elevation Model (DEM),
or Digital Terrain Model (DTM). Such a geometrical description has been widely
used in hydrology (O’Callaghan and Mark, 1984; Abbott et al., 1986; Quinn et al.,
1991; Wigmosta et al., 1994; Bertoldi et al., 2006b). While this is not a parsimo-
nious computational choice, the pros and cons of the approach are well known and
algorithms retrieving topographic features (e.g., slope, aspect, and curvature) from
DTMs are advanced. The same holds true with regards to terrain parameters af-
fecting incoming solar radiation (Kumar et al., 1997; Dubayah and Loechel, 1997;
Rigon et al., 2006; Fatichi et al., 2011), or important hydrologic characteristics such
as flow direction (O’Callaghan and Mark, 1984; Tarboton, 1997; Orlandini et al.,
2003; Nardi et al., 2008).

2.1 Land cover composition

Basic computational elements of T&C can account for up to four different land
cover types: vegetated areas, bare soil areas, rocks, and water surfaces. The model
also computes ice and snow cover that can modify the representation of the surface,
even though ice and snow are not independent land covers. Fractions of land cover
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Figure 4: A representation of topographic features and connections among basic compu-
tational elements. (a) A fragment of a Digital Elevation Model. (b) A conceptual scheme
of a basic computational element with and without a subgrid channel element.

are indicated with the following symbols: Cyeg, Chares Crock, and Cyar [—], which
respectively represent the fraction occupied by vegetation, bare soil, rocks, and water
in a given computational element (Figure 5). It follows that the equation Cyeqy +
Chare+Crock+Cuwat = 1 must be always true. Even though, the model is theoretically
designed for any type of land-cover composition, i.e., the Cyeg, Cpare; Crock, and
Cuat fractions can assume any feasible combination of values, model assumptions
are more appropriate for small computational elements as much homogenous as
possible. This suggests that land-cover representations should have elements small
enough to belong to a single land-use category or maximum two for sparse canopies
in semi-arid environments where Cyeq < 1 and Cpgpe > 0.

The presence or absence of snow and ice is indicated with binary variables Cjy,
and Cjc [—] that assumes the value of 1 in presence of snow, ice and 0 otherwise.
This means that ice can be present or form over other land-uses (e.g., bare soil
or rocks), as well as snow can cover the various land uses. If the original land-
use is water, under the right conditions it may freeze and subsequently snow can
accumulate over the frozen water (Section 10). These situations are indicated with
two additional binary variables Cjceq and Cgpoq [—] that assume the value of 1
when there is ice and snow above a water surface and 0 otherwise. The other
assumptions are that when snow is present on the ground it entirely covers bare
soil areas and rocks, while snow can be intercepted by the vegetation canopy. More
specifically, intercepted snow modifies the radiative and roughness properties of a
vegetated element and snow can eventually bury completely vegetation (Section 7.3).
Properties are modified using the relative height of snow and vegetation as further
detailed later on. Additionally, water can be present on top of other land-uses as a
result of ponding (Section 9.6) and modifies the radiative and roughness properties
of the computational element.

An important input that needs to be assigned to each computational element is
the reference height of measurements z4, [m]. This is a unique value regardless
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Figure 5: An illustration of the potential land cover composition of a basic computational
element. (a) The element in the most general case is subdivided into vegetated areas,
bare soil areas, rocks, and water surfaces. (b) The presence of snow Cy,, = 1 and frozen
water Cspow = Cice,w = 1 alters the surface composition.

of the land cover composition and represents the height at which meteorological
measurements used to force the model have been collected, e.g., the flux-tower height
in case of a model application using flux-tower data (Baldocchi et al., 2001) or about
2 m above ground for meteorological data collected with standard meteorological
stations. In any case, zuu, should be higher than the maximum canopy height
in the computational domain to allow a meaningful computation of roughness and
aerodynamic properties.

2.2 Vegetation composition

The vegetated fraction of a basic computational element, Cye4, can include one or
many vegetation types. In many applications vegetation species that share the same
life form (tree, shrub, or grass), broad bioclimatic limits (e.g., temperate, tropical,
boreal), leaf morphology (broadleaves, needleleaves) and phenology (e.g., evergreen,
deciduous) are considered to belong to the same Plant Functional Type (PFT),
as described by Bonan et al. (2002). The Plant Functional Type representation is
convenient because it lumps various plant strategies in a handful of categories, but
has also several weaknesses and limitations (Pappas et al., 2016). Plant response is,
in fact, mediated by functional traits, defined as plant morphological, phenological
or physiological characteristics that control plant functioning and thus its fitness,
and they can be linked to model parameters (Pappas et al., 2016). For this rea-
son, rather than a classic plant-functional-type parametrization with a few dozens
of pre-defined (PFT), T&C is flexible in accounting for a generic number of vege-
tation units and can theoretically use a different parametrization of vegetation for
each case study. The total vegetation cover Cyq, is partitioned in T&C in sub-
units which are called Crown Areas. The model can consider both horizontal and
vertical composition of vegetation with one or two vertically “stacked” vegetation
type corresponding to a single Crown Area. The spatial fractions of Crown Areas



are represented with the symbol Cerown [—]. The total number n. of Crown Ar-
eas depends on the given element, and their sum always corresponds to the entire
vegetated area Z?:Cl Cerown = Cueg. Therefore, the maximum number of different
vegetation types in a element is given by 2n. if in any Cerown, there is a overstory
canopy henceforth named the High-vegetation (H,) layer, and understory canopy
named the Low-vegetation (L,) layer. The horizontal land cover composition of
T&C is presented in Figure 6. A bare soil fraction and different vegetation patches
(the Crown Areas) are included. The term Crown Area is used because spatial vege-
tation classification follows the surface projected area of tree crowns for tree species,
while it is assumed to represent the area effectively occupied by grass and shrub
for these plant forms. A Crown Area can be occupied by a single vegetation type
in the High-vegetation and another single one in the Low-vegetation. While theo-
retically possible such a vertical composition of vegetation is rarely used in model
applications. This is because of the strong light limitations, as simulated by the
simple radiative transfer scheme, it is almost impossible to have two co-existing dif-
ferent vegetation layers which are exactly overlapping in the vertical. Therefore,
in basically all applications the number of Crown Areas also correspond to the the
number of vegetation types and the choice of defining a vegetation belonging to the
High-vegetation or Low-vegetation category is simply dictated by its interaction with
Snow.

The vegetation unit which occupies a Crown Area may correspond to a single
species (Fatichi and Leuzinger, 2013), aggregation of species, or even to the classic
PFT definition in certain conditions. This flexibility allows one to consider variabil-
ity of plant-traits also for species sharing the same environmental conditions (e.g.,
Reich et al., 1997; Wright et al., 2004; Kattge et al., 2009). The model does not
have an upper limit for the number of Crown Areas, therefore when computational
time is not limiting, a complete representation of multiple species can be obtained.

The definition of Crown Area is important in T&C since refers to the smallest
spatial unit of vegetation that has a unique parametrization. To obtain the element-
scale flux values, each Crown Area and eventually the bare soil fraction are used as
weights to the relative flux contributions. This partition strongly affects the estima-
tion of the surface water and energy fluxes (Section 5). Note that since the energy
fluxes and soil water budget are computed at the element scale, their values affect
quantities as photosynthesis or stomatal conductance, which are instead computed
at the Crown Area scale, which is indicated with m=2 V EG area.

Vegetation attributes such as leaf area index, LAI [m? leaf area m~2 ground area),
or the Gross Primary Production GPP [gC day~! m™2 groundarea], can repre-
sent: (i) the result of perpendicular projections to the terrain over the total element
area, e.g., for unit of ground or (ii) the quantities at the Crown Area level, i.e.,
LAI [m? leaf area m~% VEG area) and GPP [gC day~* m~2 VEG area], where
the Crown Area is only the area effectively occupied by the vegetation. In T&C all
the vegetation quantities (e.g., LAI, GPP) are computed for unit of Crown Area,
the corresponding quantities at the element scale are obtained by multiplying their
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Figure 6: An illustration of vegetation representation at the element scale. The area is
subdivided into patches of bare soil and patches of vegetation (Crown Areas). In each
Crown Area, vegetation may include up to two types: the upper canopy (High-vegetation
H,) and the lower canopy (Low-vegetation L, ). All vegetation types tap on the same soil
moisture and nutrient pools at the element scale.

Crown Area-scale magnitudes by the relative Crown Area fractions, Cerown. In the
following, whenever the m~2 units of LAI or other vegetation variables are not
specified, they are considered to be at the Crown Area level (m™2V EG area).

In a fully dynamic vegetation model, the fractions, C¢roun, can be subject to change
due to crown expansions (e.g., in a plantation), species competition, and mortality.
In T&C, direct species competition is neglected and thus Crown Area fractions are
inputs, which remain constant during the entire simulation with the exception of
young plantations or other young expanding ecosystems, where a temporal dynamics
of Cerown can be prescribed (Section 22). Nonetheless, competition for resources,
such as water and light is indirectly accounted for in the model, as a consequence
of vegetation characteristics, e.g., plant traits as photosynthetic or water uptake
properties, rooting profiles. This still creates a dynamic and interacting simulation
framework.

An additional important categorization of vegetation in T&C is made through
the variable =, which identifies the broad vegetation category. Currently, T&C
distinguishes between four vegetation categories: normal evergreen plants (2 = 0),
seasonally deciduous plants (£ = 1), grass (2 = 2) and evergreen tropical plants (Z =
3). This separation is necessary because different broad vegetation categories have



substantially different phenology and carbon allocation and translocation dynamics
and must use different model structures and not only model parameters (Section
17).

2.3 Soil biogeochemically active zone

In each basic computational element if soil and organic matter are present, there
are biogeochemical transformations affecting soil organic carbon and soil nitrogen,
phosphorus, and potassium budgets (Section 21). For the sake of simplicity, T&C
does not solve the vertical soil profile of carbon content and other nutrients and
consider a single lumped compartment where all the biogeochemical reactions co-
occur. This is identified as the biogeochemically active zone and correspond to the
first Zy;, [mm] of soil, where Zy;, = 250 mm is a reference value currently used in
the model applications, and implies that most of the carbon and nutrient cycling is
assumed to occur in the first 25 cm of soil. Concurrently, soil temperature and soil
moisture (simulated over the one-dimensional vertical profile) are averaged over this
depth to characterize the environmental conditions for the soil biogeochemical reac-
tions (Section 21). This is a restrictive assumption since having an explicit vertical
resolution in a soil biogeochemistry model has been shown to improve considerably
simulations (Koven et al., 2013). However, representing the vertically resolved car-
bon and nutrient cycles responsible for soil organic carbon and litter turnover and
plant-soil nutrient interactions would imply to compute all the soil biogeochemistry
fluxes and track all the states variables for each soil-layer. Given the large number of
state variables and fluxes in the soil biogeochemistry module (Figure 3 and Section
21) and the ng layers used in the model (Section 12.1), such a solution is particulary

burdensome.

3 Spatial connections among basic computational ele-

ments

The basic computational elements can be characterized by topographic features,
once grid elements have been identified in a domain representation. As introduced
in Section 2, each element is represented by a square with typical dimensions of 25-
10,000 m?. The slope and aspect are calculated on the basis of the DTM, along with
less conventional topographic attributes, such as the sky-view factor, the shadow
effect (also time dependent), and the terrain configuration factor (Bertoldi et al.,
2006a; Fatichi et al., 2011) (Section 3.3). These attributes are used to directly
account for local and remote effects on incoming radiation. The vertical reference
system of each element is represented by the normal to the surface, n, that is used
to define all dimensions in the normal direction (e.g., the soil layer mesh). The state
variables and fluxes of the one-dimensional equations are function of the normal
direction, n. For simplicity the dependence by n is omitted later in the text, where
we refer to a flat element where normal and vertical reference systems coincide. The
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basic computational element may represent a part of a hillslope and it exchanges
water in the subsurface and over the surface with neighboring elements (Figure 4b).
Energy fluxes are computed normally to the surface and no lateral energy advection

is considered.

3.1 Flow directions

The approach used to route water over the surface and the subsurface domains in
T&C follows the well developed concept of topographic flow directions (O’Callaghan
and Mark, 1984; Quinn et al., 1991; Tarboton and Rodriguez-Iturbe, 1991; Costa-
Cabral and Burges, 1994; Tarboton, 1997; Orlandini et al., 2003; Nardi et al., 2008;
Orlandini and Moretti, 2009; Schwanghart and Kuhn, 2010). T&C has various
options of approximating flow directions. For instance, a multiple direction method
(Quinn et al., 1991) can be used to compute directions for the subsurface, and the
D-oco method (Tarboton, 1997) or more advanced methods (Orlandini et al., 2003;
Orlandini and Moretti, 2009) for the surface domain (Figure 4a). When water
moves into a neighboring cell, the flow window width that is assumed in the flux
computation always corresponds to the length of the square in the cardinal direction.
This is an approximation for diagonal transfers, where the window width is not
defined, as compared to other methodologies (Quinn et al., 1991). The same cell
length is also used to compute the actual distance covered by the flow, regardless
whether the movement occurs in the diagonal or cardinal direction.

Note that in order to obtain surface flow paths from DTMs a pre-processing ex-
ercise is typically required, since all DTMs present some spurious errors or real
topographic features that act as sinks, commonly indicated as depressions or pits
(Grimaldi et al., 2007). Natural or artificial depressions and flat areas within a
DTM are critical in the computation of the flow directions (Nardi et al., 2008). The
absence of slope, indeed, does not allow to directly identify the direction of flow
and generates problem to all the flow routing algorithms that are topographically
based (e.g. kinematic routing) as the one adopted in T&C (Section 15). Therefore,
some form of DTM pre-processing to eliminate pits and univocally define the flow
directions is required (Orlandini et al., 2003). The flow direction matrix is used to
route subsurface and surface water flows (see Sections 14 and 15). Flow directions
are also computed to route snow when an avalanche occurs (Section 16). Maps
of flow accumulation, i.e. upslope area according to the calculated flow directions,
are shown in Figure 7. The difference among various methods is evident, with the

multiple flow algorithm producing a much larger dispersion of the flow.

3.2 Channels

A further topographic characteristic required for flow routing is the distinction
between cells that belong or do not to the channel network. This distinction leads
to the delineation of the channel network and can be easily made when geograph-

ical information about the stream position is available. Methodologies to identify
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Figure 7: Maps of flow accumulation (logarithm of the number of upstream cells), i.e.
upslope area according to the calculated flow directions. a.) D-infinity method ( Tarboton,
1997). b.) Single flow method of Orlandini et al. (2003) using lateral transversal deviation
with A = 1. The domain is the Cerfone creek watershed in Tuscany (Italy).

the channel network directly from DTM have been also provided (Montgomery and
Dietrich, 1988, 1989; Orlandini et al., 2011). The simplest method is to set a thresh-
old on the contributing area, i.e, identify a channel cell when the flow accumulation
is larger than a given value (Figure 7). When no information on the position of
the channels is available, such a method is used in T&C. Alternatively, the channel
locations can be imposed on the basis of available geographical information.

Once identified channels are considered as subgrid elements. Specifically, channels
are a particular type of grid cells that contain a channel reach along with a hillslope
fragment (Figure 4b). In these cells overland and channel flows may occur simulta-
neously. Both the overland flow and the subsurface flow are assumed to flow toward
the channel. Irregular channel geometries cannot be accounted for and a rectangular
cross section is used based on a prescribed channel width, potentially different for
each channel cell, which is part of the model inputs. Further details concerning the
treatment of channels are described in Section 14 and 15.

3.3 Terrain effects

Solar radiation originating from the sun travels through the atmosphere and is
modified by topography and other surface features. Solar radiation at the ground
surface can be intercepted as direct beam, Rg A» diffuse, Rr‘gy A» and reflected radi-
ation, ng A» Where the subscript A indicates the wavelength band. Incoming solar
radiation is function of the local topography through site aspect and slope, and of
the surrounding terrain through sky view factor, S, (%), and shadow effect, Sy (Z, 1),
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where ¥ is the position and ¢ is the local time. A brief description of incoming solar
radiation components and topographic effects is provided in Figure 8.

Figure 8: Components of incoming solar radiation on a slope: direct beam radiation at
normal incidence, Rp,, diffuse radiation, Rp, and diffuse and direct radiations reflected
off by nearby terrain, Rr. The reflected contribution from a generic A location is shown
as example. Sky view factor, S,s, from A and shadow effects, Sy, in the represented
landscape are also shown. The figure is adapted from Dubayah and Loechel (1997).

The importance of topographic variability in hydrological and biophysical pro-
cesses is well known (Bertoldi et al., 2006a; Ivanov et al., 2008¢c). For such a reason
the quantities used to take into account topographic influences on solar radiation
are described in the following.

The principal variable controlling incident radiation on a slope, in mountainous
terrain, is the local solar illumination angle, ps 7 [rad], that is defined as the angle
between the sun beam and the normal to the slope surface (Dozier and Frew, 1990),
given by :

cos g1 = cos B sin hg + sin Brcoshg cos(Cs — (1) , (1)

where Sr [rad] is the slope of the site, (7 [rad] is the local aspect (clockwise direc-
tion from north), and hg [rad|, (s [rad] are the solar altitude and azimuth angles
respectively.

Another important parameter is the sky view factor, S, ¢ (Chen et al., 2006). The
sky dome viewed by the slope surface in mountainous terrain can be obstructed by
neighboring surfaces. Dozier and Frew (1990) provide a method to take this effect
into account, defining the sky-view factor, S, s, as:

1 2
Svp =~ o I:COSBTSiHQHc—l-
0
sin B cos(¢ — (r)(H¢ — sin He cos He) | d( (2)
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where H is the horizon angle (Figure 9), measured from the zenith downward to
the local horizon, for direction . Further details on the calculation of Eq. (2)
are provided in Dozier and Frew (1990). Equation (2) includes the possibility to
account for a variable horizon angle surrounding the point of interest, and not only

for a constant horizon as assumed in other sky-view factor formulations.

> North

Figure 9: Horizon angle, H, for a direction ¢, adapted from Dozier and Frew (1990).

Dozier and Frew (1990) derived also a terrain configuration factor, Cy [—], which
approximates the total area between the point and the surrounding terrain for which
the points are mutually visible:

1+ cos fr

Cy 5

As counterpart of sky view factor, the terrain configuration factor, C;, estimates
the fraction of the surrounding terrain visible to the point and varies from 0 (only sky
visible) to 1 (only terrain visible). Further details on the calculation of Eq. (3) are
provided in Dozier and Frew (1990). The shadow effect Sy, [0/1] is finally calculated
as a binary coefficient, which value is zero when the sloping surface is shadowed by
neighboring terrain, while equal to one otherwise (Dubayah and Loechel, 1997; Chen
et al., 2006).

The direct beam, Ry Ao = RE A, flux on a generic slope is thus given by:

RE,A = Sh COS wYs,T RBn,Av (4)

where Rpy A is the direct beam radiation at normal incidence. Wherever cos g 1
is negative, the point is “self-shadowed”, i.e. the sun is below the local horizon
caused by the slope itself. When instead S; = 0 is cast shadowed, i.e. the shadow
is caused by nearby terrain blocking the sun (Dubayah and Loechel, 1997). Note
that when there is no shadow and the surface is flat S = 0, Eq. (4) reduces to
RE A = sinhg Rpp A, which is the conventional equation for a flat surface (Fatichi
et al., 2011).

The diffuse sky irradiance, Rg’ A» on a surface oriented in space is composed of three
components: the circumsolar, the circumzenith, and isotropic irradiation (Olseth
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et al., 1995; Olseth and Skartveit, 1997), and for each of these components a spe-
cific topographic correction should be applied, see for example Olseth and Skartveit
(1997). For simplicity the entire incident diffuse radiation Rp a is considered as
isotropic (Dozier and Frew, 1990; Dubayah and Loechel, 1997; Chen et al., 2006)
and is given by:

R%,A == Svf RD,A . (5)

Another contribution to diffuse irradiance is given by reflected radiation, Rr{%’ A O
surrounding topography. Incoming radiation, in fact, may be reflected from nearby
terrain toward the point of interest and can rarely be expected to be isotropic. In
order to account for this effect, an approximate terrain configuration factor, C}, is
usually employed (Eq. 3) (Dozier and Frew, 1990; Dubayah and Loechel, 1997). This
is motivated by the complexity in determining the geometric relationships between a
particular location and all the surrounding terrain elements. Therefore, the reflected
radiation, RE A» from surrounding terrain is simply estimated as:

Ci REp = Ci pg(Rpnacos(psr) + (1= Sup)Rpa) (6)

where p, is the average ground albedo refereing to a large area of 5-50 [km] radius
around the point (Gueymard, 2008). Note that when an unobscured flat surface
is considered C; = 0, since By = 0 and S,y = 1, i.e. all the sky dome is visible.
Consequently the reflected radiation component is R}g’ A=0.

The diffuse shortwave radiation on a slope is the sum of two components: Rg;fa =
RITI A+ C Rg A- Finally, the global shortwave radiation, R, A, is:

Rowr = Rairn + Raiga = Rp o+ Rh o+ Cy RT 5 - (7)

The information required to evaluate the previous equations, such as local site
slope, B7(%) [rad], local site aspect, (r(Z) [rad], and horizon angle, H¢(Z, () [rad],
can be obtained from the analysis of the DTM. Specifically, in order to calculate
the horizon angle, H¢(Z, (), the viewsheds for each cell Z of an input DTM should
be calculated. A viewshed is the angular distribution of sky visibility versus ob-
struction. This is similar to the view provided by upward-looking hemispherical
(fisheye) photographs. A viewshed is calculated by searching in a specified set of
directions around a location of interest. The resolution of the viewshed array must
be sufficient to adequately represent all sky directions but small enough to enable
rapid calculations, for the following examples an eight directions algorithm is used.
Horizon angles for other directions are interpolated from the principal ones.

An example of the values assumed by the above mentioned variables is provided in
Figure 10 and in Figure 11 for the Versilia watershed in Tuscany (Italy). Sky-view
factor, Sy, terrain configuration factor, Cy, and shadow effect, Sy, in each cell and
for a particular date and hour are calculated using the DTM.
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Figure 10: Digital Elevation Model (a), and sky-view factor, S,¢, (b) for the the Versilia
watershed in Tuscany (Italy).
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Figure 11: Shadow effect, Sy, (a) and terrain configuration factor, Ct, (b) for the Versilia
watershed in Tuscany (Italy). The shadow effect is calculated with sun height in the
barycenter of the watershed, the 26 April 1982 at 8 am, local time.
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4 Radiative fluxes

The net radiation, R, [W m™2], is given by the sum of the absorbed shortwave,
Raps [W m™2], and absorbed longwave fluxes Lqys [W m™2] in a given computational
element. Net radiation, R,, and the incoming heat with precipitation, @,, are
successively partitioned into sensible heat, H, latent heat, AF, ground heat, GG, and
energy consumed in the photosynthetic process ApAc, since heat storage in the air
column and vegetation biomass is current neglected (Section 5).

A distinction between vegetated and non-vegetated surfaces is made in the de-
scription of model components. The presence of canopy structure and the spatial
distribution of leaf area affects the radiation regime and the computation of mass
and energy exchange between the ground and the atmosphere.

4.1 Shortwave fluxes

At the element scale, the incoming solar radiation input is already partitioned into
direct beam, Ry (W m™2], and diffuse radiation, Rg;¢ [W m™2]. The direct beam
and diffuse radiation are further partitioned into the ultraviolet/visible (UV/VIS),
A1[0.29 = 0.70 pm], and the near-infrared (NIR), A2 [0.70 <+ 4.0 um], wavebands.
When these fluxes are not directed toward an horizontal plane, the remote and local
topographic effects are accounted for and the values of Ry, and Rg;; are modified
using topographic and illumination metrics such as sky-view factor and shadow effect
(Section 3.3).

The incoming shortwave energy is either absorbed or reflected by the elements
composing the land-surface such as vegetation, soil, or other land cover components.
The conservation of global shortwave radiation could be described formally through

Eq. (8):

n
Z [Rdir,A + Rdif,A] - Rabs,Hv + Rabs,Lu + Rabs,g + Z Rabs,s + Rref 5 (8)
A s=1

where Rups. i, s Rabs,L,> Rabs,g> and Raps s [W m™?] are the shortwave radiation fluxes
absorbed by high-vegetation(H,), low-vegetation (L,) layers, bare ground under the
vegetation layer and other possible n surfaces (e.g., bare soil, water, snow, ice, rocks).
The variable R,.¢ [W m~2] represents the total reflected shortwave energy, its value
depends on the land cover composition and more specifically on the albedos of the
surfaces facing the sky.

4.1.1 Vegetated surface

For a vegetated surface, in the most general case, the shortwave radiation is con-
sidered to impact the high-vegetation canopy (H,) and to transfer first through the
high-vegetation and than through the low-vegetation (L,) layer, ultimately reaching
the ground as shown in Figure 12.

The radiative transfer through and absorption by the two vegetation canopies
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Rdir=1 ‘ ‘ Rdif=1

Roairsiv = expL-Kon(HIPAIHGL T Rairy = 1L¥ (Hy) + 1L(H,)
I (L) |

Iuabs ( S

Figure 12: A schematic diagram of the beam and diffuse solar radiation absorbed, trans-
mitted, and reflected by high-vegetation, low-vegetation, and under-canopy ground. In
this case the underneath surface is bare ground s = g, with albedos aifoil’ A-Csoit,A- The
scheme is valid for both the wavebands Al and A2.
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is calculated by applying twice the two-stream approximation method (Dickinson,
1983; Sellers, 1985; Dai et al., 2004). This violates the assumption of a homogenously
scattering (Lambertian) surface below the canopy but given the overall simplified

scheme it is not expected to worsen significantly the computation of shortwave ra-

diation transmission. Additionally, as discussed in Section 2.2, the presence of two

vertically stacked vegetation unit represents a rare exception rather than the rule.

The absorbed direct beam, I ., [], and diffuse, Ia qp5 [—], radiation fluxes in

the two wavebands in a general situation with two vegetation layers (H, and L,)

are described by the equations (9)-(12) and in Figure 13 for a single vegetation

layer. Equations (9)-(12) are formulated per unit incident flux and the superscript

1 indicates the direct beam component.

Ix,abs(Hv)

IA,abs(Hv)
Ik,abs(Lv)

IA,abs (Lv)

1— Syl M (Hy) — [1 =1 1a (L) I (Hy) —

(L= T4 (Ly)]eKom(Ho)PAIH)] (9)
1= Sppl A (Hy) = [1 = I 1a (Lo)l Ia (Ho), (10)
e Kopt (Hy)[PAI(Hy)] _ 1 TK (Ly) —

(1- agA)e_K‘”’t(L“)[PAI(L”)] , (11)
IUn (Hy)+ 1K (Hy) —I1a (Ly) —

(1 —asn)[I I8 (Ly) + 1 4a (Ly)] - (12)

Figure 13: A schematic diagram of the beam and diffuse solar radiation absorbed, trans-
mitted, and reflected by a general layer of vegetation with and underneath surface s. The
scheme is valid for both the wavebands Al and A2.

For both vegetation layers (H, and L,), the terms I 1% and I tA [—] are the
upward diffuse fluxes per unit incident direct beam and diffuse flux. I |\ and

I |A [—] are the downward diffuse fluxes per unit incident direct beam and diffuse
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radiation. e~ Kert(PAD) [_] is the direct beam flux transmitted through a generic
canopy per unit incident flux that is approximated through the Beer’s law (Monsi
and Saeki, 2005), where PAI = LAI + SAI + LAIjqq is the plant area index
[m? leaf area m~2 VEG area]. The term LAI [m? leaf area m~2 VEG area] is
the leaf area index, SAI [m? stem area m~2 VEG area] is the stem area index,
and LAIjeqq [m? leaf area m~2 VEG area] is the leaf area index of standing dead
leaves. Koy [—] is the optical depth of direct beam per unit plant area. Upward
fluxes I 4, I ta [—], downward fluxes I [\ and I |5 and, K,y are calculated
through a canopy radiative transfer scheme (Section 4.2.1). All these quantities are
function of the two canopy layers H, and L, (Section 2.2), since they depends on
canopy type and structure. The terms o, and asy [—] are the direct beam and
diffuse albedos of the generic surface underneath the canopy that can be represented
by bare soil, snow, or ponding water (Section 4.2). The terms [ T’f\ and I T in the
Eq. (9)-(12) are multiplied by the sky view factor S,; to take into account the
eventual smaller portion of sky available to receive the diffuse radiation

A “two big leaves” approximation is used to partition the canopy in a sunlit and
shaded fractions (Dai et al., 2004; Ivanov, 2006; Ivanov et al., 2008b). The sunlit
fraction of the canopy Fs,, [—| is estimated assuming that the sunfleck penetration
in the canopy is given by feun(z) = e Kert' (Dai et al., 2004; Ivanov et al., 2008b).
The variable fs,,(x) decays exponentially and is controlled by the light extinction
parameter K, according to the Beer’s law (Monsi and Saeki, 2005):

1 Par p 11— e Kop(PAI
where e Xont(PAD ig the fractional area of the direct beam radiation (sunflecks)

on a horizontal plane below the plant area index PAI = LAI + SAI + LAIjeqq.
The shaded fraction is the complementary fraction Fspg = 1 — Fgypn and the sunlit
and shaded leaf area indexes are: LAlg.,, = FsunwLAI and LAlgy = FggLAI
[m? m~2]. In calculating F,,, T&C uses the expression of Sellers (1985), opt =
Kopt\/1 — w57, where /1 — w57 accounts for scattering within the canopy (Section
4.2.1), while other authors assumed K, = Kop (Dai et al., 2004). Following Ivanov
(2006), in order to prevent numerical instabilities Fj,, = 0 when the sunlit fraction
is less than 1% (e.g., early morning and late evening hours). Note that the fractions

change during the day with the solar position since K/ , depends on the solar altitude

opt
hs. Therefore also the radiation absorption and thepphotosynthetic rates of sunlit
and shaded leaf fractions are modified because the subdivision between the sunlit
and shaded portions of the canopy varies during the day.

The total solar radiation absorbed by high-vegetation Raps 1, [W mfz] is the sum

of the fraction absorbed by sunlit canopy Raps sun, b, [W m*2] and shaded canopy
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Rabs,shd,Hv [W m—Q] :

Rabs,HU = Rabs,sun,Hv + Rabs,shd,HU ) (14)
Rabs,sun,HU = Z [Rdir,AIK@bs (Hv) + Rdif,AFsun(Hv)IA,abs(Hv)]
A
Rapsshdtr, = D [RaigaFond(Hy)Ipabs(Hy)] -
A

The equation for shortwave solar radiation absorbed by low-vegetation Rgps 1,
[W m™2] is similar to the previous one, with a different downward incoming flux
and different albedos used to computed the absorbing coefficient Eq. (9)-(12).

Rabs,Lv = Rabs,sun,Lv + Rabs,shd,Lu (15)
Rabs,sun,Lv = Z |:Rdir,A,Hv I}L\L’abs (Lv) + Rdif,A,HU Fsun (Lv)IA,abs (Lv)i|
A
Raps,shd,z, = Z [Raif,n, i, Fsna(Lo)In,abs(Lo)] -
A

where Ry a1, and Rgif A m, are the direct beam and diffuse radiation transmitted
by the upper vegetation layer (H,) and IK,abs (Lw), I abs(Ly) are estimated from Eq.
(9)-(12) with the albedos referring to the appropriate underneath surface (Section
4.2).

Rair,a,H, Rair, [e_K"m(H“)[PAI(H“)] (16)

Raigag, = Rairal I\ (Hy)+ Raigal Lo (Hy). (17)

The solar radiation flux absorbed by the under-canopy layer R s [W m™2] that,
depending on the current condition, could be bare ground, water, or snow is:

Rabs,s = Z [Rdir’A’HveiKOPt(Lv)[PAI(Lv)}(1 _ QZA) 4
A
[Rdir,A,HUI il/i (Lv) + Rdif,A,HvI \LA (Lv)](l — asA)] . (18)

The scheme provided in Figure 12 summarizes the complete case with two vegeta-
tion layers, although in most occasions only one of the two layers is present. In this
case, the shortwave transfer scheme reduces to the one described in Oleson et al.
(2004); Ivanov et al. (2008b).

The presence of snow on the canopy modifies the optical parameters of the canopy
radiative transfer scheme (Section 4.2.1). Besides, the presence of snow or ponding
water at the ground also alters the underneath albedo. For this reason, Eq. (9)-
(12) are dynamically updated to take into account the current underneath albedo.
Bare ground, Ozf:m.l?A, Qs0il, A, OF low-vegetation, I % (L), I to (Ly), albedos are

eventually substituted with water albedos aZ at,As Qwat,A OF SNOW albedos, a’s‘n ow A
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Qsnow,A- Such modifications are a function of the relative difference between the
height of ponding water or the height of the snowpack and the canopy height, as

illustrated for snow in Figure 14.

I1(Hy) I1(Hy)

Figure 14: An illustration of the possible relations between snow depth and vegetation
height, which are used to determine the value of surface albedos. Snow when it occurs is
assumed to completely bury the low-vegetation, while it can be intercepted by the high-
vegetation layer. When there is intercepted snow on the high-vegetation, snow is typically
covering also the ground (right case). A similar scheme is also used for longwave radiation
fluxes. These relations are applied to both the wavebands, A1 and A2, and separately for
direct beam (1) and diffuse radiation.

By analogy with the global shortwave radiation transfer scheme, the absorbed
Photosynthetically Active Radiation, PARgs [W m_Q], is partitioned into PAR
absorbed by sunlit PARgps sun [W m~2] and shaded leaves PARuys sha (W m~2.

This partition is realized taking into account the direct beam I’ . ~and diffuse
fluxes Iyisqps [—] absorbed by the vegetation canopies per unit incident flux in the

UV/VIS waveband [0.29 pum =+ 0.70 pm]. This band does not overlap perfectly with
the Photosynthetically Active Radiation band [0.40 <+ 0.70 pwm]. However, errors
arising due to the use of absorbed fractions in the UV /VIS waveband are considered

negligible, as compared to other uncertainties.

PARabs = PARabs,sun + PARabs,shda (19)
LAI
PARabs,sun = (PARdirIffZ‘&abs + FsunPARdifIvis,abs)PAI ) (20)
LAI
PA = (FspaPARg; 11y —_— 21
Rabs,shd ( shd Rdzf vzs,abs)PAI’ ( )

where PAR;, and PARg;; are the incoming photosynthetically active radiation to
the canopy, once shadow effect, Sy, and the sky view factor, S, r, have been accounted
for (see Section 3.3). Note that when the scheme includes the two vegetation layers,
PARg;» and PARg;s for the low-vegetation layer (L,) are obtained accounting for
the transmission through the upper layer as done for total shortwave in Eq. (16)-
(17). The terms PARps sun and PARgys sha [W m~2] are used in the estimation
of photosynthesis and stomatal resistance in Section 6.6.4 . The above equations
assume the sunlit leaves absorb the direct beam radiation, that all leaves absorb
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diffuse radiation, and that leaves absorb ;77— jﬁr[ TAT o of the radiation absorbed

by the vegetation. If Fy,, = 0 all radiation is absorbed by the shaded leaves.

4.1.2 Non-vegetated surface

The total shortwave radiation flux absorbed by a non-vegetated surface (subscript

“s”), such as bare soil, water, rock, ice, or snow is:

Rabs,s = Z [RdiT,A(l - Sva/;A) + Rdif,A(l - Svfas,A)] > (22)
A

where ozf: A and ag a are the albedos for beam and diffuse radiation of the generic

surface “s”.

4.1.3 fPAR and NDVI

The fraction of absorbed photosynthetically active radiation fPAR [—] is a quan-
tity typically observed through remote sensing product and is computed as:

PARabs
PAR = . 2
TPAR = 5 AR + PARa; (23)

Variables estimated separately for each different land cover of a given basic ele-
ment can be expressed as quantities averaged at the element-scale. The latter are
composed through a linear combination of the relative contributions (proportional
to the corresponding fractional areas) of all the land covers within a basic element.
The contribution of the vegetated fraction is in turn obtained as a linear combination
of all the Crown Areas (Section 2). The element-scale quantity of the Normalized
Difference Vegetation Index NDVT can be obtained as:

NDVI = Lnir—Tvis (24)
Tnir + Tvis
with:
77/\ — R Tveg +R TS (25)

Rairn + Raign’

Nec

R Tveg = Z{Ccrou)n,i <Rdir,A[SUfI Tﬁ (val)]

i=1
+Raig A[Surl Ta (Ho, z‘)]) b (26)
Rty = Z{Cs [(Surats) Raira + (Supasa) Raig,a] }, (27)
s=1
where Croun [—] are the fractions of the n. Crown Areas, Cs [—] are the fractions of

the n possible non-vegetated surfaces, s, and a’; , and o, are the albedos for beam
and diffuse radiation of a generic s surface.

The element-scale quantities may be useful for model verification/calibration, e.g.,
the fPAR and NDVI values estimated using Eq. (23) and (24) can be used to
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relate the model output to observations from remote sensing platforms (Myneni
et al., 2002).

4.1.4 Clumping factor
To be added.

4.2 Surface albedos

Six types of albedos can be considered within a computational element: vegetated,
bare soil, snow, ice, rock, and water (Section 2). The vegetation albedos are param-
eterized using a canopy radiative transfer scheme, where biophysical properties of
vegetation are considered (e.g., leaf and stem reflectances and transmittances, leaf
orientation). Ground albedo for bare soil and understory bare ground is parameter-
ized based on soil surface moisture content. The snow albedo is a function of snow
age and phase composition of snow, e.g., freezing or melting conditions. The water
albedo is parameterized based on the solar altitude, and rock and ice albedos are
prescribed in this version of T&C.

4.2.1 Canopy radiative transfer scheme

The use of a canopy radiative transfer scheme is necessary in order to define the
absorbed radiation and the albedos of a vegetated surface. The canopy radiative
transfer scheme estimates, on the basis of leaf and stem optical characteristics (e.g.,
leaf and stem transmittances and reflectances, leaf angle) the variables I Tx, I T,
I8, T A, wyi? and Kop required for evaluation of I K ubsr IAabs, and the shortwave
energy balance of vegetated surfaces (Section 4.1.1). The terms I 14 and I T [—]
are the upward diffuse fluxes per unit incident direct beam and diffuse radiation,
and w, ;Y is a canopy weighted scattering coefficient.

Among several popular radiation transfer schemes (Goudriaan, 1977; Spitters
et al., 1986; Sellers et al., 1992; Hanan, 2001; Zhao and Qualls, 2005; Dai and
Sun, 2006; Dickinson, 2008; Widlowski et al., 2011), the two-stream approximation
is used in T&C (Dickinson, 1983; Sellers, 1985; Dai et al., 2004) because it com-
bines both computational simplicity and accuracy. This method has been applied
in several land surface schemes, as well as ecological and hydrological models with
good results (Sellers et al., 1986, 1996b; Bonan, 1996; Dai et al., 2004; Oleson et al.,
2004, 2013; Ivanov et al., 2008b). The two-stream approximation has been shown
to perform better than the Goudriaan’s radiation model and the Beer’s law even
when two different extinction coefficients for diffuse and direct radiation are used
(Wang, 2003). The derivation of the governing equations for the two-stream model
is based on the assumption that the incident sky diffuse radiation and the scattered
radiation in the canopy are all isotropic in inclination, that the vertical structure of
the canopy is uniform, and that the optical properties of the adaxial and abaxial
leaf surfaces are the same (Dai and Sun, 2006). Although, caveats of the two-stream
approximation have been reported (Dai and Sun, 2006), a comparison between the
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two-stream approximation model and a more complex multi-layer model has shown

differences of absorbed fluxes negligible for hydrological applications (Dai and Sun,

2007).
The two-stream approximation equations are:
i (1= BTt —wBT | = wiKopfoe K (PAD | (a8)
d(PAI) oL ’
_dl | _ —Kopt(PAI)
Mm + [1 — (1 — B)w]] J/ —wﬁ[ T = w,uKopt(l — ﬂ())e y (29)
where I 1 and I | [—] are the upward and downward diffuse radiative fluxes per

unit incident flux, Koy = G(p)/p [—] is the optical depth of direct beam per unit
plant area, p is the cosine of the zenith angle of the incident beam or equivalent the
sine of the solar altitude u = sin(hg) (where hg [rad] is the solar altitude), G(u) [—]
is the relative projected area of phytoelements in direction pu, i [—] is the average
inverse diffuse optical depth per unit plant area, w [—] is the scattering coefficient
of phytoelements, 8 and y [—] are the upscatter parameters for diffuse and direct
beam radiation, respectively. The optical parameters G(u), g, w, 5, and Sy are
calculated based on work of Sellers (1985) [see also Oleson et al. (2013)].

Once the vegetation optical properties, the direct beam albedo, o, and diffuse
albedo, asp, of the surface, s, underneath the vegetation are known, the equations
(28)-(29) can be solved analytically and this allows to calculate the radiation fluxes.
Considering a unit of incident direct and diffuse radiation, these are absorbed, re-
flected, and transmitted by the vegetation for ultraviolet/visible [0.29 <+ 0.70 pm]
and near-infrared [0.70 = 4.0 um] wavebands. The surface s underneath the high-
vegetation (H,) layer in case of a vertical composite vegetation is another vegetated
surface. In this case, the albedos are obtained using the two-stream approximation
in the low-vegetation layer (L, ).

The relative projected area of leaves and stems in the direction p, G(u) is computed

by fitting a nonlinear expression from Goudriaan (1977) once the value of x, is given:

G(p) = é1+ gap, (30)

where ¢1 = 0.5 — 0.633xz — 0.33x% and ¢o = 0.877(1 — 2¢;) for —0.4 < x1, < 0.6.
The term xy, is an empirical parameter related to the leaf angle distribution (Ross,
1975). xr, represents the departure of leaf angles from a spherical angle distribution
and equals +1 for horizontal leaves, 0 for a spherical leaf angle distribution, and
—1 for vertical leaves. The leaf angle distribution is a key parameter to characterize
canopy structure and plays an important role in controlling energy and mass transfer
in the soil-vegetation-atmosphere continuum (Wang et al., 2007).
The average inverse diffuse optical depth per unit plant area [ is:

1
o p I O P I K
A= O/Gw)d“ = % [1 ¢21“< S )] (31
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This integral is based on the assumptions: ¢; # 0 and ¢ # 0. There might be
situations when ¢ or ¢ could be zero, consequently the integral (31) is no longer
valid and Dai et al. (2004) provide supplementary solutions as follows:

1/0.877 if ¢1 =0 (32)
1/[2¢1] if ¢2=0 (33)

fi

=
Il

The optical parameters of vegetation, w, 3, and [y vary with wavelength (A) and
are defined as:

ve
wp = w9,
ve ve
waBr = Wp gﬁA g ) (34)
ve ve
wafor = wyiByd -
For vegetation, w} Y = ap + 7a. ap [—] is a weighted combination of the leaf, stem,
g » YA g

and dead-leaf reflectances (akaf ,agtem gldeady,

lea t ldead
an = ay fwleaf + a} M Wstem + Ax " Widead » (35)

where wiea; = LAI/(LAI + SAI + LALjeqq), Wetem = SAI/(LAI + SAI + LALjeqq),
and wigead = LALgeqq/(LAI + SAI + LAIjeqq). Ta [—] is a weighted combination of

the leaf, stem and dead-leaf transmittances (T/l\eaf , Titem  yldead)

A = Tllxeafwleaf + T/‘s\temwstem + T,lxdeadwldead . (36)
The upscatter for diffuse radiation is:
1 1+ xr 2
w;f\egﬁxeg = 5 ap +7A + (ap —Tp) ( 5 > ] (37)
and the upscatter for direct beam radiation is:
1 + ﬂKo 4
w9 B — % (1) a 38
A rBo,A 1K ope s(1) (38)
where the single scattering albedo is:
ve 1
wy G (1)
as(p)a =
2 pG(p) + pG(p)
wy’  G(p) [1 _ po1 In <M¢1 + pg2 + G (1) >]
2 pg2+Gp) pd2 + G(1) 11

(39)

The upward diffuse fluxes per unit incident direct beam and diffuse flux, i.e., the
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vegetated surface albedos are:

h
Ith = —+haths, (40)
ITh = h7+hg. (41)

The downward diffuse fluxes per unit incident direct beam and diffuse radiation,
respectively, are:

I = @e—KOPt(LAHSAHLAIdwd) o hssy + @7 (42)
(o S1
_ h1o
I'ln = hgst+ s (43)
1

The estimation of parameters hy to hig, o, and sy, strictly for o # 0, follows Sellers
(1985) and Oleson et al. (2004) and it is also reported in Appendix C of Fatichi
(2010). Dai et al. (2004) give also the parametrization for o = 0 together with new
expressions for I TA and I | 4.

With the presence of snow in the canopy, as intercepted snow, the optical parame-
ters w, B, and By are determined as a weighted combination between the vegetation
and intercepted snow parameters:

wa = w1 = dusno) + Wi (dw,sno) »
waBn = wyTB (1 = du,sno) + Wi BA" (dw,sno) ; (44)
WABO,A = w?\egﬁg,el{](l - dw,sno) + wf\ngﬁg,@{)(dw,sno) )

where dy sno is the fraction of canopy covered by snow (Section 5.3.1). The value of
wi", B, and ﬁgﬁ\o for intercepted snow are taken from the Appendix B of Sellers
et al. (1986), see also Oleson et al. (2013) (page 46).

The optical properties introduced, i.e., leaf, stem and dead-leaf reflectances, (ozf\eaf ,
astem - qldeady: Jeaf, stem, and dead-leaf transmittances, (T[lfaf , Titem | pldeady and
the leaf angle distribution, x, for different plant functional types and for VIS and
NIR wavelengths were first provided by Dorman and Sellers (1989) and Asner et al.

(1998) and can found in Oleson et al. (2013) (page 45).

4.2.2 Ground albedo

The direct beam, ] ol A [—], and diffuse, aspi4 [—], ground albedos depend on
soil color class and moisture content at the soil surface (Dickinson et al., 1993):

agoilv/\ = Ogoil, A — (asat,A + A) < Adry, A > (45)
where A [—]| depends on the volumetric water content, g [—|, of the upper layer
of the soil column (Section 12.1) through the equation: A = (0.11 — 0.406s) and
A > 0. The terms ogqea and agrya [—] are the albedos for saturated and dry soil

that depend in turn on color classes (assigned as in Dickinson et al. (1993), see also
Oleson et al. (2013), page 48).
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Since often the soil color class is unknown and its estimation is difficult, typical
values: aatvis = 0.11, Qgrywis = 0.22, asatnir = 0.225 and, agry nir = 0.45 can be
used. The ground albedos are assumed to be independent of the type of incident
radiation (direct beam or diffuse), while they depend on the waveband.

4.2.3 Water albedo

Unfrozen water surfaces, lakes, and wetland albedos are parameterized as in Bonan
(1996). The beam direct albedos are considered function of the cosine of the solar
zenith angle, u, or equivalent of the sine of the solar altitude, hg [rad], p = sin(hg):

o = o = 0.06(p"" +0.15)"". (46)

wat,vis wat,nir

The diffuse albedos are instead constant auq;,a = 0.06. Consequently, the water
surface albedos are assumed to be independent of the waveband, while they are
influenced by the type of radiation (direct beam or diffuse).

4.2.4 Rock albedo

Theoretically rock albedo depends on the type and mineral composition of the
rock. For simplicity, rock albedo is assumed to be constant and equal for beam
direct and diffuse radiation and for the two wavebands:

aﬁ@ck‘,A =  Qyock,A = 0.25. (47)

4.2.5 Ice albedo

Ice albedo is a function of ice age, dust, and debris cover (Cuffey and Paterson,
2010). For simplicity, ice albedo is assumed to be constant and equal for beam direct
and diffuse radiation and for the two wavebands and is a model input, with typical
value between 0.3 to 0.5.

Qjoen = Qice,A - (48)

4.2.6 Snow albedo

The parametrization of snow albedo is fundamental for the simulation of snowpack
dynamics (Section 7.2). The partition between reflected and absorbed shortwave
energy by a snow covered surface can vary by more than 50% depending on the
condition of snow. Snow albedo has been shown to depend on many factors, such as
precipitation history, snow depth, radiation type, sun angle, wavelength, grain size
and type, liquid water content of the snowpack, meteorological conditions, and air
pollution effects ( Wiscombe and Warren, 1980; Dickinson et al., 1993; Melloh et al.,
2002; Aoki et al., 2003; Pederson and Winther, 2005; Mélders et al., 2008; Gardner
and Sharp, 2010).

A simple scheme is used in T&C to parameterize snow albedo. The approach
was first proposed in the ISBA model by Douville et al. (1995). It includes a snow
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age dependence and distinguishes between melting and freezing periods. Typically
refrozen snow albedo is lower than fresh snow albedo due to metamorphism effects
inside the snowpack, liquid water content, and impurity content. In Douwille et al.
(1995), snow albedo of melting periods is parameterized as a time exponentially
decreasing function to account for wet metamorphism. During cold days, a weak
linear decrease function is imposed, according to an observational study of Baker
et al. (1990). The snow albedos are assumed to be the same, regardless of the type
of incident radiation (direct beam or diffuse) and wavebands a’s‘n oA = Qsno,A = Qsno-
dt

asno(t + dt) = asno(t) - TaT s if T, < 0,
1

dt
Qsno(t +dt) = [asno(t) — alr ] exp (—TfT) +al,, ifT,=0, (49)
1

where 7, = 0.008 [—], 7f = 0.24 [—], and 71 = 86400 [s] are parameters introduced by
Douville et al. (1995); o, = 0.5 [—] is the minimum allowed albedo of snow; and T
[°C] is the snowpack temperature. When a new snowfall occurs, the albedo of snow,
Qsno, 18 Teset to a maximum value, o = 0.85 [-]. Eq. (49) gradually modifies the
albedo from the maximum of 0.85 to a minimum of 0.5 as the snow ages. In the
original ISBA parameterization, a snowfall is considered to refresh the albedo when
a threshold value of 10 [mm] of snow water equivalent Sy g is exceeded, without
a specification of the time step. Snow albedo modeling is very sensitive to this
parameter. In this version, snowfall is accumulated over the previous 24 hours and
is considered to reset snow albedo to the maximum, when it exceeds the threshold
Thpr sno, which is a model parameter. Values of Thpy sno = 8 —20 [mm day_l] have
been found to give reasonable results in multiple locations.

When there is snow below canopy, shadow effects induced by vegetation and the
modified surface reflectances are properly accounted for in the model, as sketched
in Figure 14. The scheme used to calculate shortwave radiation fluxes absorbed by
canopy and by understory snowpack provides the capability to model vegetation,

energy, and water interactions in cold environments.

4.3 Longwave fluxes

In a general form, the net absorbed longwave radiation, Laps [W m™2], is given
as the difference between the incoming longwave radiation, L | [W m~2], and the
outgoing longwave radiation, L 1 [W m™2]. The latter depends on the radiative
temperature of the surface, through the Stefan-Boltzmann law. At the land surface,
the incoming longwave radiation is the downward atmospheric radiation, Ly, times
the sky view factor S, [—]:

Labs = Svaatm —L T . (50)

The term Lt [W m_2] can be provided as an input time series to T&C or can be
computed internally based on the cloud cover fraction N [—] and the atmospheric
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vapor pressure e, [Pal:
Lotm = €sKn O'T;la (51)

where T, [K] is the air temperature at the reference height, z4m (Section 2),
o = 5.6704 1078 [W m~2 K] is the Stefan-Boltzmann constant. Many differ-
ent parameterizations of the cloudiness correction factor K and of the clear sky
emissivity €.s have been presented in literature (Brutsaert, 1975; Idso, 1981; Bras,
1990; Prata, 1996; Pirazzini et al., 2001; Iziomon et al., 2003). Intecomparison stud-
ies suggest that the combination of Dilley and O’Brien (1998) parameterization of
€cs and the Unsworth and Monteith (1975) parameterization of Ky generally pro-
vide better results (Flerchinger et al., 2009; Juszak and Pellicciotti, 2013). These
parameterizations are adopted in T&C, whenever L, is not available as input:

(59.38 + 118.7 (57555) " + 96.96,/3% )

€cs = O‘Té ’ (52)
N
Ky = (1-084N)+084— (53)

where w = 4.65¢,/T, [mm)] is the precipitable water from Prata (1996).

4.3.1 Vegetated surface

The longwave radiation fluxes in the general case of two vegetation layers and
partitioned between sunlit and shaded leaves are:

Llu, = (1—oamn,)SeLam + Foun(Hy)em, 0Ty sun(Hy)* +

Fona(Hy)er, 0Ty sha(Hy )", (54)
Llp, = (I—oap,)L lu, +Feun(Ly)er,oTosun(Lo)* +

Fsna(Lv)er, 0T sha(Ly)* (55)

Lts = (1—as)L |, +esoTy, (56)

L1, = (1—ar,)Lts +Faun(Ly)er, 0Ty sun(Ly)* +

Fsna(Lo)er, 0T sha(Ly)*, (57)
Ltuy, = (1—apg,)L L, +Faun(Hy)em, 0T sun(Hy)* +

Fona(Hy)er, 0Ty sna(Hy)? (58)

where L |y, and L |, are downward longwave radiation from high and low vegeta-
tion and L 1r,, L 1r,, L 15 are the corresponding upward longwave radiation from
vegetation and the surface s underneath the canopy. The terms T, gun and T;, spq
[K] are the radiative canopies temperature for sunlit and shaded leaves function of
the vegetation layer H,, or L, and Ty [K] is the radiative temperature of the surface

underneath the low canopy. The terms €y, , €1, are the vegetation emissivities and

v

ap, and af, are the vegetation absorptivities. €; is the emissivity of the underneath
surface and ay is the correspondent absorptivity. Fl,, and Fj,, are the sunlit and
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shaded portions of the canopy as described previously (Section 4.1.1).

In the above equations, it is assumed that leaves emit long-wave radiation from
both sides. The scheme also assumes that a fraction (1 — o (g, 1)) of long-wave
radiation is transmitted through the canopy and the fraction (1 — a) of downward
longwave radiation below the canopy is reflected by the underneath surface. The
vegetation emissivity is computed as €, = 1 — e~ (PAD/E where PAI, SAI is the
one-sided sum of leaf, stem and dead-leaves area indexes and ji = 1 is the average
inverse optical depth for longwave radiation (Bonan, 1996). The absorptivities,
ay, are taken equal to the emissivities, €,, and all these quantities depend on the
vegetation layer H, or L,.

According to the formulation described in Section 4.3 and Figure 15 the absorbed
longwave radiation for the two vegetation layers and for sunlit and shadow fractions
Labs,sun,Hy> Labs,shd, i, Labs,sun,Lo> Labs,shd,L, [W m~?] and for understory surface
Laps,s [W m™?] are:

Labs,sun,, = Fsun(Hy)[SvfLatm — L g, —SvsL Tw, +L TL,], (59)
Lavs sha,i, = Fona(Hy)[SvfLatm — L L, —SofL Ta, +L T1,], (60)
Laps,sun,, = Fsun(Lo)[L dm, —L L, =L 1L, +L 15], (61)
Labssha,r, = Fona(Lo)[L Ly, —L L, =L L, +L 1], (62)

Lapss = Llr, —L7Ts . (63)

Since it is impossible to distinguish which part of longwave energy is absorbed from
the sunlit and shaded part of the canopy, the fraction Fg,, and Fs,q are also used to
subdivide the absorbed longwave radiations. In the case of a single vegetation layer
the system of equations (54)-(58) reduces to a three equations system, as described
in Bonan (1996) and Ivanov et al. (2008b).

The presence of snowpack alters the longwave radiation exchange. In this case the
snow depth is compared to the height of vegetation layer. The scheme is similar
to the one used to compute snow effects for the shortwave radiation flux estimation
(Figure 14). In this case, the temperature of the snowpack is used to compute

longwave radiation emissions.

4.3.2 Non-vegetated surface

For a non-vegetated surface, s, the absorbed net longwave radiation takes the form:

Labs,s = Qg Svaatm - L TS ) (64)
Lts = SyfesoTy, (65)
where a [—| is the absorptivity of the surface, s, €5 [—] is the emissivity of the

surface, and T [K] is the surface temperature (Section 5.1). In the most general
case, water, ice, snow, rocks and bare soil net longwave radiation may be computed
with Eq. (64) and have a different 7. The above equation assumes that the fraction
(1 — ay) of the atmospheric longwave flux is reflected by a surface.
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Figure 15: A sketch of long-wave radiation fluxes absorbed, transmitted, reflected, and
emitted by vegetation and under-canopy surface. In the scheme the surface underneath
the second vegetation layer L, is bare ground (s = g). Latm, is the downward atmospheric
longwave radiation flux, L, (g, /r,) is the downward longwave radiation flux from the
vegetation canopy, L 14 is the upward longwave radiation flux from the ground, and
Ly, 1(#,/1,) is the upward longwave radiation fluxes from the canopy. Labs,,, Labs,L,
Lays,g are the absorbed longwave radiation fluxes for high and low vegetation layers, and
understory ground respectively.

The emissivity values used in the model are: €40 = €;ce = 0.97 for snow and ice,
€soil = 0.96 for bare soil, €4 = 0.96 for water surfaces, €., = 0.95 for rocks. The
absorptivities, oy, are taken equal to the emissivities €.

4.4 Net radiation

The total net radiation, R,, [ m~2], absorbed at the element scale is the weighted
sum of the net radiation absorbed by individual land cover fractions, i.e., vegetated
areas, bare soil areas, water, rocks, ice, and snow:

Rn = Rn,sun,Hv + Rn,shd,HU + Rn,sun,Lv + Rn,shd,Lv + Rn,g?“ound +
Rn,sno + Rn,wat + Rn,'rock + Rn,ice ) (66)
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—9 c .
where Rn,sun,Hw Rn,shd7Hv7 Rn,sun,Lv Rn,shd,Lua and Rn,ground [W m ] are radiation

fluxes absorbed by high vegetation, low vegetation, and bare ground at the element

scale. The absorbed net radiation fluxes by snow, ice, rocks and water surfaces at

the element scale are Ry, snow; Rnice, R rock and Ry wat [W m~2], respectively. Note

that typically only one or few components of Eq. (66) are different from zero. For

instance, the net radiation absorbed by vegetation only is:

Rn,veg =

Rn,sun,Hv + Rn,shd,HU + Rn,sun,Lv + Rn,shd,Lv .

The calculation of the various components of Eq. (66) is as follows:

Rn,sun,HU

Ry, sha H,

Rmsun,Lv

Ry, shd,L,

Rn ,ground

Rn,sno

Rn,ice

Rn,wat

Rn,rock

Te

[1 - Csno] [1 - Cice] Z (Ccrown,i[Rabs,sun,HU )
i=1

+Labs,sun,Hv,i]> y
Ne

[1 - Csno] [1 - Cice] Z (Ccrown,i[Rabs,shd,Hv,i
i=1

+Labs,shd,HU,i]) ;
Nec

[1 - Csno] [1 - Cice] Z (Ccrown,i[Rabs,sun,Lv,i
i=1

+Labs,sun,Lv,i]> y
Ne

[1 - Csno] [1 - Cice] Z (Ccrown,i[Rabs,shd,Lv,i
i=1

+Labs,shd,Lv,i]) ;
Cbare [Rabs,bare + Labs,bare][l - Csno] [1 - Cice]

Ne
+ Z (Ccrown,i[Rabs,s,i + Labs,s,i]) )
i=1

Nc

Csna |:Rabs,sno + Labs,sno} [1 - Z Ccrown,i - Cwat:|
i=1

+Cwatcsno,w [Rabs,sno + Labs,sno] ;

Ne
Cice |:Rabs,ice + Labs,ice:| [1 - Csno] [1 - Z Ccrown,i - Cwat}
i=1

+Cwat0ice,w [Rabs,ice + Labs,ice] ;
Cwat [Rabs,wat + Labs,wat] [1 - Csno,w] [1 - Cice,w] ’
Crock [Rabs,rock + Labs,rock][l - Csno][l - Cice] 5

(67)

(68)

where the Cerown .7 = 1,...,nc [—] represent the fractions occupied by vegetation

patches, Cpqre [—] is the fraction occupied by bare soil, Cyqr [—] is the fraction

occupied by water surfaces, Croer [—] is the fraction occupied by rocks, Cs,, and

Cice [—] are variables that assumes the value of I in presence of snow/ice and 0

otherwise, and Cjce .y and Cispo, [—] are variables that assumes the value of 7 when
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there is ice and snow above a water surface and 0 otherwise (see Section 2). For
instance a frozen lake carrying some snow will have Cjce oy = 1 and Cypo oo = 1.

The subscript, s, may refer to the ground under canopy, i.e., s = g in Eq. (18)
and (63), and consequently Rgps 4 and Lgps g are the shortwave and longwave fluxes
absorbed by the ground. Otherwise, s may refer to the snowpack under vegetation
layers [s = sno in equation (18) and (63)] or to ponding water below the vegetation
(s = wat).

Note that in the case of snow cover and a fully or partially vegetated surface the
net radiation absorbed by the ground snowpack can be computed as:

Rn = Rn,ground + Rn,sno . (77)

This quantity is the result of radiation transfer through the canopy and thus accounts
for the longwave radiation exchange between the plant and snow and vegetation
shadow effects for shortwave radiation.

5 Soil-vegetation-atmosphere mass and heat transfer

In order to estimate sensible and latent heat fluxes between the ground and the ref-
erence height 24, the model employs a resistance analogy scheme (Garratt, 1992;
Arya, 2001; Brutsaert, 2005). Such a theoretical framework is commonly used in
land surface and hydrological models (Sellers et al., 1986; Choudhury and Monteith,
1988; Noilhan and Planton, 1989; Dickinson et al., 1993; Ducoudré et al., 1993;
Viterbo and Beljaars, 1995; Braud et al., 1995; Sellers et al., 1996b; Noilhan and
Mafhouf, 1996; Bonan, 1996; LoSeen et al., 1997; Mengelkamp et al., 1999; Cozx
et al., 1999; Oleson et al., 2004; Bertoldi et al., 2006b; Ivanov et al., 2008b). For a
remarkable summary of this type of approach the reader is referred to Sellers et al.
(1997). In this section, numerical schemes and relevant assumptions for the estima-
tion of sensible, latent, and ground heat fluxes are presented. A detailed description
of the resistances and their computation is presented in Section 6. The estimation
of energy and water fluxes from both non-vegetated surfaces and vegetated patches
is discussed in the following.

5.1 Prognostic temperatures simplification

Generally, the energy balance closure requires a numerical solution of a system of
highly non-linear equations, which unknowns are the different prognostic 7; temper-
atures, j = 1, ..., np, where np is the number of prognostic temperatures accounted
for by a given model. The temperatures 7; may be dependent or independent, ac-
cording to the adopted radiation transfer and resistance schemes, with the likely case
of dependence among most of the T temperatures (e.g., Eq. 54-58). Even in the
unrealistic case of independent 77, single non-linear energy balance equations must
be solved np times. In advanced models, multi-temperature schemes are typically
implemented using two different temperatures, one for bare ground, T}, and one for
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vegetation (leaf temperature), T, (Braud et al., 1995; Sellers et al., 1996b; Ander-
son et al., 2000; Oleson et al., 2004; Ivanov et al., 2008b). Sometimes, a further
differentiation between sunlit leaves, T} sun, and shaded leaves, T, 44, temperatures
is accounted for in land-surface schemes which include biochemical models of pho-
tosynthesis. This solution leads to three prognostic temperatures (Baldocchi and
Harley, 1995; Wang and Leuning, 1998; Dai et al., 2004). More recently, multi-layer
vegetation models have been implemented where the canopy is subdivided in vari-
ous layers and sunlit and shaded leaf fractions (Baldocchi and Wilson, 2001; Drewry
et al., 2010; Bonan et al., 2014; Ryder et al., 2016). This configuration generates a
much larger number of prognostic temperatures, which solution implies some degree
of approximation or specific assumptions (Ryder et al., 2016). When snow or other
surfaces, such as rocks or water, are considered ny can further increase making the
energy balance estimation particularly challenging and computationally demanding.
It should be noted that even the use of detailed models with three or more prog-
nostic temperatures is still an approximation of the real-world. Leaf temperature
can vary by 3-4 [°C] within the same leaf (Stokes et al., 2006) and the temperature
of bare ground below vegetation layers may be rather different when compared to
the temperature of isolated patch of bare soil. Vegetation shadow effects can further
induce important temperature differences within the canopy and in its surroundings.

A major simplification is adopted in T&C, which assumes, with an important
exception detailed below, a single value of prognostic temperature, T;. This value
represents the homogeneous radiative temperature of the surface in a given com-
putational element. This temperature Ty reflects the aggregated effect of energy
partition in the n. types of land cover in the absence of snow (Section 2). The
single prognostic temperature simplification is a pragmatical choice uniquely related
to the large computational efforts required to solve the energy budget with a multi-
temperature scheme and does not have any other theoretical justification. In fact,
the use of a unique value of Ts permits to reduce the system of equations to a single
equation and thus allows to speed up the solution of the energy balance and further
simplifies the computation of net radiation and photosynthesis. The reduction of the
computational effort is remarkable. However, this has also practical limitations. For
instance, all the components of absorbed net radiation are summarized in a single
R, (Eq. 66). This implies that for very dense canopies the net radiation absorbed by
the leaves, may be counterbalanced by undercanopy ground evaporation or sensible
heat, contrasting with the physical realization of the process. This shortcoming is
only partially mitigated by the control exerted by terms such as the undercanopy
resistance r/, (Section 6.2). Another limitation, is related to longwave radiation ex-
changes between vegetation and ground, which are only related to emissivities and
vegetation structural properties (e.g., LATI) but not to differences in temperature. In
order to mitigate the implications of assuming a single prognostic temperature, T,
it is strongly recommended to have basic computational elements of small dimension
with a uniform land cover, (e.g., fully covered by vegetation, rocks or water).

In vegetated elements, when snow cover is present at the ground, i.e., Cgpp = 1,
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and the vegetation is snow free, i.e., the intercepted snow cover less than half of
the canopy dysno < 0.5 (Section 7.3), the model computes two prognostic tem-
peratures Ty and Tyey. The temperature T is assumed to represent the snowpack
radiative temperature, while 7)., represents the temperature of snow-free vegetated
surfaces, which is obtained from the balance between the net radiation absorbed by
the vegetation layers (Eq. 67) along with sensible and latent heat produced by these
layers. This solution allows to account for the substantial difference in temperature
between vegetation and snow, which may occur in certain periods. For instance,
in the melting season longwave radiation emitted by a warm evergreen canopy can
significantly contribute to snowmelt (Lundquist et al., 2013). When dy sno > 0.5 the
energy budget of vegetation is not explicitly resolved and T represents the snowpack
radiative temperature.

5.2 Numerical solution for surface temperature

The prognostic surface temperature T is the central variable for the estimation
of heat fluxes to close the energy balance. In the adopted scheme T, in most
cases, is the only considered prognostic temperature (Section 5.1). Net radiation,
R, sensible heat, H, latent heat, AE, ground heat, G, and incoming heat with
precipitation, @,, are calculated based on T;. Including the heat consumed by CO4
fixation in the photosyntehsis Ap Ao, but neglecting the heat stored in the canopy
and air between the surface and the reference height z4:,, and any lateral advective
term, the surface energy balance in the absence of snow and ice becomes:

R, (Ty) — H(T) — AE(T,) — G(Ts) + Qu(Ts) — ApAc = 0. (78)

Equation (78) is highly non-linear; for instance all of the resistance terms needed to
compute the various fluxes theoretically depend on T, and thus its solution can be
only found numerically. To solve Eq. 78 we used the Matlab “fzero” function, which
uses a combination of bisection, secant, and inverse quadratic interpolation methods
(Forsythe et al., 1976). The closure of the energy balance in the presence of snow is
described in Section 7.2 and in the presence of ice in Section 8. The energy budget
of snow-free vegetated surfaces to compute T, is a simpler form of Eq. (78):

R, (Tyeg) — H(Tyeg) — AE(Tyeyg) — APAc = 0. (79)

5.3 Sensible heat

The conceptual diagram of sensible heat flux with resistances is described in Figure
16 for a snow free vegetated patch and in Figure 17 when snow is present and it
covers the low-vegetation layer.

The sensible heat flux at the patch scale H [W m~2] between the ground surface
and the reference height z,, is a weighted sum of different land cover fractions. It
is assumed that the heat stored by the vegetation is negligible. Thus the sensible
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Figure 16: A conceptual diagram of sensible heat flux including resistances for a vegetated
patch (Crown Area) without snow cover. For the definition of symbols refer to the text.

heat flux at the element scale is:

Uz
H = Z(Ccrown,i[HHv,sun,i + HHu,shd,i + HLv,sun,i + HLu,shd,i + Hg,i]) +
i=1
CbareHbare + CwatHwat + CrockHrock + Cice(l - (1 - Cicew)cwat)Hice +

Ne

|:dw,sno Z(Ccrown,i [PAI(H’U,Z)]) + (1 - Z Ccroum,i - (1 - Csnow)cwat) Hsno,f +
i=1

i=1
Nec
E (Ccrown,iHsno,v,i) ’
i=1

where Hy, sun, Hr, shd» Hr, suns HL, sha, and Hg [W m~2] are the sensible heat
fluxes from the sunlit and shaded fractions of high-vegetation, low-vegetation layers,
and understory ground. The terms Hpure, Huaty Hrock and Hice [W m_z] are the
sensible heat fluxes from bare soil, water, rock and ice surfaces. The terms Hp,, s
and Hgpo o [W m~2] are the sensible heat from snow in an open field and snow below
the vegetation, respectively. Finally, the variable dy sno [—] is the fraction of high-
vegetation covered by snow (Section 5.3.1). The low-vegetation layer is assumed to
be entirely covered when snow is present (i.e., Cspo = 1). In this case the sensible
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heat flux from low-vegetation is assumed zero. However, the flux Hgyo, of snow
below high-vegetation is computed.

Zatm Ta rb( Hv) / [2(PA|(HV))Fshd( Hv) (1 'dw,sno)]

TVS HV
W2 VW

Toc (Hy) -'
Zon(Hy* d(H,) AVAYA R

rp(Hy) /[2(PAI(H,))F syn(Hy) (1-dy,sno)l

TSl"IO

Z,n(snow)

Figure 17: A conceptual diagram of sensible heat including resistances for a vegetated
patch (Crown Area) in the presence of snow. For the definition of symbols refer to the
text.

5.3.1 Vegetated surface

The sensible heat fluxes for different elements of a vegetated surface are estimated
using the specific temperatures, which are all assumed to be equal to the surface
temperature T [°C]:

(Tv,sun(H'u) - Ta)

HHv,sun = [1 - Cice][l - Csno]pacp 7o (Hy) , (81)
Tah & 3P ATH, [Fsan (Hy)(1=du.sna)
Tv s Hv - Ta
HHv,shd = [1 - Cice][l - Csno]pacp ( : hd( Tb)(Hv) ) s (82)
Tah ¥ SBAT(H) [ Fypa(Hy)(1—dw.sno)
Tv,sun(Lv) - Ta
HLru,sun = [1 - Cice][l - Csno]pacp /( 'fb()Lu) y (83)
Tah + 7a'(Ho) + sppam)[Fom (T
Tv S Lv - Ta
HLU,shd - [1 - Cice][l - Csno]pacp /( : hd( ) T’b()Lv) 3 (84)
ran + 7o (Ho) + gparz, o)
(Ty — Ta)
H, = 1- ice 1- snol|Pa 3
g [ ¢ H ¢ ]P Cp Toh + ra/(Hv) + Ta/(Lv) (85)
Tsno - Ta
Hsno,v = [Csno]pacp ( ) (86)

Toh + ra/<Hv) .
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The terms Ty sun and T, pq [°C] are the radiative canopies temperature for sunlit
and shaded leaves function of the vegetation layer H, or L,. T, [°C] is the radiative
temperature of the ground surface and Ty, [°C] is the snow surface temperature.
The term C, = 1005+ [(T, +23.15)%]/3364 [J kg—! K] is the specific heat capacity
of air at a constant pressure, p, [kgm ™3] is the air density, PAI = LAI + SAI +
LAIjqq is the plant area index including living and dead leaves and stem, ryp,
[s m™1] is the aerodynamic resistance to heat flux, ry, and r," [s m~1] are the leaf
boundary, and undercanopy resistances, which are functions of the vegetation type
H, or L,. Further details on resistances can be found in Section 6. Note that
equations (81)-(85) assume that both sides of the leaves can generate sensible heat.

The term dy sno = min [l,InSWE/Inf\g/[WE] [—] is the fraction of high-vegetation
covered by intercepted snow (Lee and Mahrt, 2004). The term Ing,,, [mm] is
the intercepted snow, and [ ng/[WE [mm] is the maximum intercepted snow (Section
7.3). The binary operators Cgy,, and Cjc [—] are used to determine the presence or
absence of snow and ice, respectively.

When snow cover is present at the ground, i.e., Cs,o = 1, the terms Hpy, sun and
Hyp, shqg would be zero. However, if the intercepted snow covers less than half of
the canopy dy,sno < 0.5, the sensible heat from snow-free vegetation is explicitly
computed, since in this case two prognostic temperatures are used (Section 5.1). In
such a case, the energy budget is solved twice once for the snowpack temperature
and once for the snow-free vegetation temperature.

5.3.2 Non-vegetated surface

The sensible heat fluxes for non-vegetated land cover types are estimated as follows:

Hire = (1= Ciodll = Condlpuy =12, (87)
Hoat = (1= Ceall1 ~ CongalpaCy P22 T2) (59)
Hrok = (1= Ciall1 = Canelpuy 722 12), (9)
Hie = [Cualll = ConslpaCy T2 2], (90)
ooy = ConlpaCy 210, (o1)

where Tice Tyat, and Tpocr [°C) are the radiative temperatures of ice, water surfaces,
and rocks and Clcew and Cipe . [—| are variables that assumes the value of 7 when
there is ice and snow above a water surface and 0 otherwise.

5.4 Latent heat

The conceptual diagram of latent heat flux and related resistances is described in
Figure 18 for a snow free vegetated patch.

The latent heat flux, A\E [W m~2], or specifically, the energy flux of condensation,
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Figure 18: A conceptual diagram for latent heat including resistances in a vegetated
patch (Crown Area) without snow cover. For the definition of symbols refer to the text.

sublimation, evaporation and transpiration fluxes of moisture between the surface
and the reference height, z.m, are calculated as the weighted sum of the different
land cover fractions. It is assumed that the water vapor stored in the air is negligible.
Thus, the latent heat flux at the element scale is:

Nec
A = A |:Z [Ccrown,i (THU ) + TLU,Z' + EIn,Hv,i + Elva,i + Eg,i + Clitter,iElitter,i>} +
i=1

CbareEbare + Crock:Erock: + CwatEwat:| +

Nc

As |:(dw,sno > (Cerown i PAI(H,;)]) ) Espo,y +

i=1

Ne
(1 - Z Ccroum,i - (1 - Csno,w)cwat) Esno,f +
=1

Ne
(Cice(l -(1- Cice,w)cwat))Eice + > (CerowniBsnowi) | » (92)
i=1
where A\ = 1000[2501.3—2.361 T,] [J kg~!] [J kg~!] is the latent heat of vaporization,
As = A+ Ay is the latent heat of sublimation with Ay = 333700 [J kg~!] being the
latent heat of melting. The terms Ty, , Tr,, Eptter and E; [kg m~2 s7!] are the
transpiration fluxes from high-vegetation, low-vegetation layers, and the evaporation
flux from the litter layer and ground under the vegetation canopy. The term Cjisrer
[—] is the fractional cover of litter in each Cerown and is different from zero only
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when the biogeochemistry module is activated (Section 6.5). The terms Epgre, Fuwat,
Eroek [kg m™2 s71] are the evaporation fluxes from bare soil, water surfaces and
intercepted water over rocks, respectively. The terms Egy,0 r and Ego,0, [kg m~2 57
are the total evaporation/sublimation fluxes from snow in an open field and under
vegetated canopy, and Ej.. [kg m~2 s7!] is the evaporation/sublimation flux from
ice. Finally, the terms Er, g, and Ey, 1, [kg m~2 s71] are the evaporation fluxes
from intercepted water in the high and low-vegetation layers.

All evaporation and transpiration terms are limited by the effective availability
of water in the root zone, first soil layer, snowpack, icepack, ponding water and
storages of interception. The terms Ey, Eyore, Epitter Fsno,f> Esnow, Fices Ern,H,,
and Ery, 1, are allowed to become negative when the specific humidity of the air
at the reference height is higher than the specific humidity at saturation near the
surface. These negative evaporation fluxes represent dew formation on the ground,
litter, snow, ice, and vegetation.

Note the generally, only few terms of Eq. 92 are different from zero since the basic
element composition is typically assumed to be homogenous (e.g., only vegetated
surface or completely water covered).

5.4.1 Vegetated surface

Evaporation and transpiration fluxes from different parts of a vegetated element
are estimated once the specific humidity at saturation gsq [—] at the surface s
is computed with the corresponding temperature Ty [°C], e.g., radiative canopies
temperature for sunlit and shaded leaves T}, s, and T;, ¢4, ground temperature T,

and snow temperature Ty,,:

THU,sun = [1 - Csno][l - Cice] :
pa(Qsat(Tv,sun(Hv)) - C,Ia)
r + Tb(HU) + Ts,sun(H'u) ’
aw U TAT(Hy)Fsun(Hv)(1—dw,sno)(1—duw, Hy ) LAI(Hy)Fsun(Hy)(1—dw,sno)(1—dw, m,)
(93)
THU,shd - [1 - Csno][l - Cice] :
pa(QSat (Tv,shd(Hv)) - Qa)
+ Tb(Hu) + rs,shd(Hv) ’
Taw LAI(HU)Fshd(Hv)(l_dw,sna)(l_dw,HU) LAI(H’U)Fshd(H’U)(1_dw15"0)(]‘_dw,HU)
(94)
THU - THU,sun + THU,shd ; (95)
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TLU,sun - [1 - Csno][l - Cz'ce] .
Pa (QSat(Tv sun(Lv)) - Qa)

T (qu) Ts sun(Lv) ’
Taw + LA Foan (Lo (=dur) T TATT Fon(Lo)(i=dy 1y T Ta' (o)
(96)

TLv,shd = [1 - Csno][l - Cz'ce] :

pa(QSat(Tv shd( )) - Qa)
(

(Lo) V) )
Taw + TANT a0y zy) T TATT Faa(Lo) (1= gy T 7o' (F)

(97)
TLU = TLv,sun + TLU,Shd, (98)
pa(dsoil QSat(Tg) - QQ)
E, = [1-C 1—C; )
g [ SnO][ zce] Taw + Tsoil + Ta/(HU) + 7"a/(Lv) + Tlitter
pa(alitter 4sat (Tg) - Qa)
Ej; = [1-C 1-C; ,
litter [ sno][ we] Tow + ra/(Hv) + Ta/(Lv) + Tlitter
EIn,HU = [1 - Csno][l - Cice] :
pa(QSat(Tv sun(H’U)) - Qa) + pa(QSat(Tv shd(H )) - Qa) ]
r + Tb(HU) r + Tb(Hu) ’
aw T TAT(Hy) Fsun(Ho)dw.m, aw T LAI(Hy)Fspa(Ho)dw, i,
EIn,Lv = [1 - Csno][l - Czce] '
Pa(QSat(Tv,sun(Lv)) - Q(z) Pa (QSat(Tv shd(L )) - Qa)

Taw + rp(Lo) + 74/ (Hy) " Taw + ro(Lv) + 1y
aw LAI(LU)Fsun(Lv)dw,LU a v aw LAI(LU)Fshd(Lv)dw Ly a

,Oa(ant (Tsno) - Qa)
E = |C
SNov [ sno] Tow & Ta/(Hv)

)

where g, = 0.622¢,/(Pym — 0.378¢,) [—] is the specific humidity of air at the
reference height, z4¢m, €4 [Pal is the air vapor pressure, Py, [Pal is the atmospheric
pressure, and 74, [s m~!] is the aerodynamic resistance to vapor flux. The terms
s sun and T sha [S m_l] are the stomatal resistances for sunlit and shaded portions
of the canopy function of the vegetation type (Section 6.6). The terms ésoi [—]
and 7 [s m_l] are the relative humidity in the soil pores and the soil resistance
(Section 6.4). The term ayjtter and 7yiger are the relative humidity in the litter and
the litter resistance to evaporation. In case of dew formation, &gpy = 1, 7505 = O,
Qitter = 1, and ygper = 0.

The fraction of vegetation covered by intercepted water d,, = min (1, [In/In™]?/?)
[—] follows Deardorff (1978), where In [mm] is the intercepted water and In™ [mm]
is the maximum intercepted water (Section 9). The variable d,,, In and In™ are
functions of vegetation type H, or L,. In the case of dew formation, d,, is assumed
to be equal to one.

When snow cover is present at the ground, i.e., Cspo = 1, the terms Ty, and Ery, g,
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would be zero, however, if the intercepted snow covers less than half of the canopy
dw,sno < 0.5, the latent heat from snow-free vegetation is explicitly computed, since
in this case two prognostic temperatures are used (Section 5.1). In such a case,
transpiration and evaporation fluxes from snow-free vegetation are also explicitly

computed despite the presence of snow at the ground.

5.4.2 Non-vegetated surface

Evaporation fluxes from non-vegetated land cover types are estimated as follows:

]pa(&soil Qsat (Tg) - Qa)

Eare = 1- sno 1- ice ) 104
K [ = ][ ¢ Taw T Tsoil ( 0 )
a\Ysa Twa — Ya
Ewat - [1 - Cice,w][l - Osno,w]p (q t(r t) a ) ’ (105)
a\Ysa Troc — Ya
Erock = [1 - Csno][l - Oice]p <q t( k) g ) s (106)
Taw
a\Ysa T’ice — Ya
Fie = [1— Cyn)P2 t(r )~ ) (107)
a\Ysa Tsno — Ya
Eoog = [Conol” (4 t(r ) =) (108)

where Tjce Twat, and T, are the surface temperatures of ice, water surfaces and
rocks and all the symbols have been previously defined.

5.5 Ground heat

The flux of heat in the ground, G [W m™2], at a generic depth, z [m], (definite
positive upward) and time ¢ [s], once the coupling of water and heat transfer is
neglected can be written as G(z,t) = —A\s0Ts0i1/0z4, where \s [J K1 m™1 571 is
the soil heat conductivity and Ts.(z,t) [°C] is the soil temperature at time ¢ and
depth z. Combining the equation for the flux G(z,t) with the conservation of energy,
one can obtain the heat diffusion equation (Hu and Islam, 1995; Hillel, 1998; Niunez
et al., 2010):

8frsoil . i
v, = = 8zd( G(z,t)), (109)

where cvs [J K—' m™3] is the soil volumetric heat capacity. For each soil layer,
homogeneous soil thermal properties (As and cvs) can be assumed and Eq. (109)

can be written as:

aTsoil —k 82Tsoil
ot 5022 7

(110)

where ks = \g/cvs [m? s71] is the soil heat diffusivity. The partial differential
equation (110) has to be solved numerically (Cox et al., 1999; Cichota et al., 2004;
Bertoldi et al., 2006b) in a given spatial domain. When the soil temperature profile,
Tsoit(z, 1), is solved, the heat flux G(z,t) = —As0Ts0;/0z at any depth and time is
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also known. The heat diffusion equation (Eq. 110) is solved in T&C using a finite
volume approach with the method of lines, which discretizes the spatial domain and
allows reducing the partial differential equation to a system of ordinary differential
equations in time (Lee et al., 2004), which is solved by means of an explicit Runge-
Kutta (4,5) formula, the Dormand-Prince pair (Dormand and Prince, 1980). The
spatial soil discretization is equivalent to the discretization used for computing soil
moisture dynamics in Section 12.1. A clarification is necessary for the definitions
of soil temperature, since there is some ambiguity in the literature. In T&C soil
temperature, Ty, refers to the average temperature of a certain soil layer, while
ground surface temperature, Ty, refers to the skin temperature at the interface
between the ground and the atmosphere.

5.5.1 Simplified solution: “force-restore” method

The solution of the partial differential Eq. (110) is generally computationally
expensive (Cox et al., 1999; Cichota et al., 2004; Bertoldi et al., 2006b). Therefore,
approximate methods have been proposed to estimate G(z,t) and especially the
value of G(0,t) at the interface between the soil surface and the air (Lin, 1980;
Dickinson, 1988; Noilhan and Planton, 1989; Hu and Islam, 1995; Wang and Bras,
1999; Liebethal and Foken, 2007).

There is an option in T&C to avoid solving Eq. (110), which uses the “force-
restore” method. The force-restore method approximates the partial differential
equation with a single ordinary differential equation. The heat diffusion equation
is solved in response to periodical forcing with the diurnal frequency wi. Different
assumptions can be made with respect to the thickness of the soil slab, §, used in
the computation of T, and thus several versions of the force-restore method exist
(Hu and Islam, 1995). A generic force-restore equation can be written as:

% =C1G - Co(Ty — Tu), (111)
where C; [m? K J71], and Cy [s7!] are coefficients of the force-restore method
and T, is the soil temperature at a certain dampening depth, d. The coefficients
C1 and (5 depend on the thickness of upper soil layer, 9, the soil volumetric heat
capacity cvs [J K1 m™3], and the dampening depth of the diurnal temperature
wave d = (2\s/(cvswi)'/? [m], where w; = 27/7 [s7] and 7 = 86400 [s] are the
fundamental frequency and period. The Deardorff (1978) force-restore method is
used in T&C, which assumes the limiting case lims_,o Ts,y = Ty and consequently
C1 = 2/(cvsd) = 2+/7/(AscvsT) and Co = wy. The equation for computing the soil
heat flux G(0,t) at the soil-air interface becomes:

Ty(t— 1)
dt

o= 2 [

= - [Zmo - raen + 0=

(112)

7
The temperature at the dampening depth, T}, is updated with the equation: dT,/dt =
(Ty — Ty)/7 (Noilhan and Planton, 1989).
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5.5.2 Soil thermal properties

Generally, the volumetric heat capacity, cvs, and the thermal conductivity, Ag,
depend on soil type, its water content, and the presence of ice content ( Peters-Lidard
et al., 1998; Boone et al., 2000; Oleson et al., 2004, 2013). T&C does not include
soil freezing and thawing processes and the water present in soil pores is always
considered to be in a liquid state, therefore only dependencies on soil moisture, 6
[—], and soil textural properties are considered. The thermal properties are assumed
to be a weighted combination of the mineral and water phases in the soil (Oleson

et al., 2004, 2013). The volumetric heat capacity cvy is:
CUs = Cvsoil(1 - gsat) + cvyatls (113)

where cvgy; is the volumetric heat capacity of soil particles estimated from pedo-
transfer function as described below and cvye = 4.186 108 [J K—! m™3] is the
constant volumetric heat capacity of water. The variable g should be the soil mois-
ture averaged from the dampening depth, d, to the surface but it is assumed to be
the soil moisture of the first soil layer, for simplicity.

The thermal conductivity As is from Farouki (1981):

As = Kdsa + (1= K)Agry if 04/05ar > 1077
As = Aary  if04/050 <1077, (114)

where Ay (W m K _1] is the thermal conductivity of dry soil, K, is the Kersten
number, which is a function of the relative saturation K. = In(fg/0sq:) +1 > 0
and Agqt = /\i;i?”t)\fjg; is the saturated thermal conductivity with Agy;; thermal
conductivity of solid soil and Aye: = 0.6 [W m~1 K—1] thermal conductivity of
liquid water.

The thermal conductivity of solid soil s [W m~! K ~1], the volumetric heat
capacity of soil cvgoy [J K~! m™3], and the thermal conductivity of dry soil Adry
[W m~1! K~ are estimated according to de Vries (1963); Farouki (1981) (see also

Oleson et al. (2013) pages 130-132):

Asoil = [8-8Fsan + 2-92Fcla] / [Fsan + Fcla] ) (115)
Adry = [0.135p4 + 64.7]/[2700 — 0.947p4] , (116)
Csoit = 100 [2.128F 4y, + 2.385F 0] / [Fsan + Feia] (117)
where Fyqn, Fo, [—] are the soil fractions of sand and clay, and pg = pss(1 — Osar)

[kg m~3] is the bulk density of soil, with pss = 2700 [kg m~3] soil solid density.

5.6 Incoming heat with precipitation

The heat flux incoming with precipitation @Q, [W m™2] typically accounts only for
a small fraction of the energy balance (Douwille et al., 1995; Ivanov et al., 2008Db)

but can be non-negligible in some rain over snow event (Bras, 1990; Wigmosta et al.,
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1994; Tarboton and Luce, 1996; Essery et al., 1999; Marks et al., 1999; Williams and
Tarboton, 1999).

In order to estimate @Q,, both precipitation and its temperature must be known.
In T&C, the temperature of rain is assumed to be the greater value between air
temperature, T, [°C], and freezing point, 7' = 0 [°C]. The temperature of snow is
assumed to be the smaller value between air temperature and freezing point (ZTar-
boton and Luce, 1996). In reality, the temperature of the hydrometeor may differ
appreciably from the air temperature, given its dependence on mesoscale meteoro-
logical patterns. However, the assumption of correspondence between the air and
precipitation temperatures does not require the knowledge of other variables, such
as the profile of temperature above the atmospheric surface layer. The incoming
heat with precipitation, Q, [W m™2], is defined herein as the energy required to
convert the temperature of precipitated water to the temperature of the surface, T
[°C]. The variable @, is thus calculated as:

Qv = CwPr,liq Pw [maX(Taa 0) - Ts] =+ CiPr,sno Pw [min(Taa 0) - TS] 5 (118)

where ¢, = 4186 [J kg~! K 1] is the specific heat of water, ¢; = 2093 [J kg~ K~!]

the specific heat of ice, p,, = 1000 [kg m~3] is the density of water and P, 1igy Prosno

[m s71] are the intensity of rain and snow respectively (Section7.1).

5.7 Energy consumed by photosynthesis

The energy consumed in the photosynthetic process Ap Ac [W m 2], by vegetation
is simply the product between the specific energy consumed for unit of assimilated
carbon A\p = 0.469 [J umolCO; '] and the gross assimilation A¢ (Section 6.6.3) in
the different Cepown:

ApAc = Ap i:(c'cmwn,i [Ac H,,i + AC,Lv,z’]> : (119)
i1

6 Energy and mass transfer resistances

The parameterization of vertical heat fluxes is based on an analogy with the Ohm’s
law. Serial and parallel resistances are used to mediate the transfer of heat, water
vapor, and CO2 between the land surface and the reference height z44, in the plane-
tary boundary layer, where observations are carried out. Various types of resistance
are accounted for: the aerodynamic resistance r,, the undercanopy resistance r,’,
the leaf boundary layer resistance 7, the soil resistance 7., the litter resistance
Tlitter, the stomatal resistance rg subdivided in sunlit and shaded fractions 7 sun
and rg ¢nq, the mesophyll resistance r,,.s and the soil-to-root resistance rg,. or typi-
cally conductance gg-. The resistances have dimensions of inverse velocities [sm ™!
and depend on many factors including surface roughness (e.g., the canopy structure
and leaf dimensions), wind speed, surface temperature, and atmospheric stability,
to name a few. Note that often land surface and hydrological models neglect some
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or many resistance terms in order to simplify the entire scheme, typically retaining

only r, and r;.

6.1 Aerodynamic resistance

The aerodynamic resistance is a measure of the capability of the atmospheric
surface layer to impede or expedite turbulent transport of momentum, sensible and
latent heat, and other scalars (e.g., COz). In the following, the derivation of the
aerodynamic resistances to heat flux r,;, and water vapor rq, are discussed.

The determination of the aerodynamic resistance r,;, has been mainly implemented
in models using the Monin-Obukhov similarity theory (Monin and Obukhov, 1954;
Arya, 2001). Starting with this theory many authors have proposed different param-
eterizations for the estimation of the aerodynamic resistances (Louis, 1979; Mascart
et al., 1995; Launiainen, 1995; Abdella and McFarlane, 1996; van den Hurk and
Holtslag, 1997). These parameterizations can be differentiated in “direct” Monin-
Obukohv similarity theory application, “empirical methods” and “semi-empirical
parameterizations” (Liu et al., 2007). In T&C the aerodynamic resistance can be
calculated in two ways, with a direct solution of the Monin-Obukohv similarity the-
ory or with the simplified method proposed by Mascart et al. (1995) for the ISBA
model (Noilhan and Mafhouf, 1996). The simplified parameterizations is typically
preferred because solving the complete Monin-Obukohv similarity theory is compu-
tationally demanding given the iterations involved in the problem. In any case, the
two implemented methods provide fairly consistent results for ., (Fatichi, 2010).

The aerodynamic resistance to water vapor, 4., that is necessary in the latent heat
flux estimation is assumed to be equal to the aerodynamic resistance to heat flux
rqn. This assumption allows, to use a single aerodynamic resistance r, = g = Tap-
This approximation is very common and it is made by most existent land surface
and hydrological models ( Viterbo and Beljaars, 1995; Sellers et al., 1996b; Noilhan
and Mafhouf, 1996; Bertoldi et al., 2006b; Ivanov et al., 2008b). The rationale of
the assumption is given by the negligible differences in term of water vapor and heat
transfer in turbulent conditions. As a consequence, there is an equality of roughness
height for water vapor and sensible heat 2, = 2op.

6.1.1 Monin-Obukohv similarity solution

Following, the Monin-Obukhov similarity theory the fluxes of momentum, 7 [kg m ™!

sensible heat, H [W m~2], and water vapor, AE [W m~2], in the atmospheric surface
layer, under the assumption of stationary and horizontally homogeneous conditions,

*

can be written as functions of the friction velocity, u* [m s~!], the potential tem-

perature scale, * [K], and the specific humidity scale, ¢* [—]:

T o= pout?, (120)
H = —p,Cpu™o”, (121)
AE = —Apu'q”, (122)
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where p, [kgm™3] is the air density, C, [J kg~! K~1] is the specific heat of air at a
constant pressure and A is the latent heat of vaporization. The air temperature T,
[°C] is observed at the reference height z4¢, [m]. The turbulent scale quantities can
be written as a function of the mean field variables (Abdella and McFarlane, 1996)
using the integrated flux-profile relationship of Dyer (1974):

ku
* = “ , 123
B e e e
* (0(1 )
o = , 124
) — () () e
* kP 1(q _QS)
¢ = —— To — — (125)
In(fam=d) —y, (Zam=d) + ¢, (2g2)

where k = 0.4 is the von Karman constant, Pr is the neutral turbulent Prandlt
number, describing the ratio between the eddy diffusivity of momentum, K,,, and
of heat, K, i.e. Pr = K,,/K}, (Grachev et al., 2007). The variables 65, and g5 are
the potential temperature and specific humidity at the surface; zom, zon, and zeyw
[m] are the roughness lengths for momentum, heat, and water vapor respectively;
d [m] is the zero-plane displacement; A [m] is the Obukhov length and ¥y, ¥n, Py
[—] are the non-dimensional integral stability function for momentum, heat, and
water vapor respectively. Note that the apparent sinks for momentum, heat, and
water vapor are theoretically in three different positions, i.e. zom + d, zon + d, and
Zow + d, even though the assumption of equating turbulent transport of water vapor
and heat gives zoy = zop and 1, (¢) = ¥p(¢). Additionally, the use of potential
temperatures in Eq. (124) rather than virtual potential temperatures neglects the
density stratification due to humidity gradients (Brutsaert, 2005, page 32).
The Obukhov length A is defined as:

*2T panu*3T
k:g@* N kgH

A= (126)

where T,, [K] is the air temperature at the reference height 24, and g = 9.81 [m s72]
is the gravitational acceleration.
The aerodynamic resistance can be related to sensible heat flux, H [W m~2:

(05 — ba)

= (127)

h — Pan

Therefore, 74, = (6, — 65)/(u*6*) and combining equations (120), (121), (123) and
(124), the aerodynamic resistance 7,5, according to the Monin-Obukhov similarity
theory we have:

ran = g (2 g (2 (2]
[m(%t;nd:d) _ ¢h(%mT_) +un(3h)]. (128)
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The Prandtl number in equation (128) is assumed to be equal to 1 (Noilhan and
Mafhouf, 1996; van den Hurk and Holtslag, 1997; Liu et al., 2007), even though
theoretically the value of Pr is related to the flow and stability conditions and its
correct determination is challenging (Grachev et al., 2007). In neutral condition the
integral stability functions ¥, (x), ¥, (x) are equal to zero and the neutral aerody-
namic resistance to heat transfer takes the expression:

Tah = k:zlua [ln(zatZ); d)} [ln(%”z)h_dﬂ 7 (129)

and from equation (123), the wind profile in neutral condition is represented with

the well-known logarithmic form:

%
Ug = Zln(z“tzn:d) . (130)

For non neutral condition the form of the stability functions v, (x), ¥, () must be
specified. The differentiation between stable and unstable condition is accounted for
calculating the bulk Richardson number Rip (Mascart et al., 1995; Abdella and Mc-
Farlane, 1996; van den Hurk and Holtslag, 1997) including the correction proposed
by Kot and Song (1998) to take into account that z,,, and z,, are different:

(9(1 - 98)(zatm - d)
0.5(0q + 05)ug?

Rip =22 (131)
where f2 = [1—2om/(Zatm—d)?/[1 = 200/ (2atm —d)] (Kot and Song, 1998). Boundary
layer stable conditions provide a bulk Richardson number Rip > 0 that in turn gives
0s < 0,, H <0, and A > 0. Conversely, for unstable condition the bulk Richardson
number is Rip < 0 that in turn gives 65 > 6,, H > 0, and A < 0 (Figure 19).

Ri, >0 A>0 Ri, <0 A<O0
STABLE CONDITION UNSTABLE CONDITION
H<0 H>0
Ta>Ts Ta<Ts

V/ {4 V/ {4

Figure 19: Signs of the involved quantities in case of stable or unstable conditions of the
atmospheric surface layer. The potential temperatures, 6, are replaced with conventional
temperatures T'. This is possible since the reference height, 2., is relative close to the
surface and changes in atmospheric pressure are negligible.

The stability functions ,,(¢), ¥ (¢) for unstable conditions were obtained from
experimental data by Businger et al. (1971) (see also van den Hurk and Holtslag
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(1997)):

v (Q) = [( T ) ( )}—2arctan(w)+7r/2, (132)

2
vn(¢) = 2ln[(1+2 )] (133)
r o= (1—yOY*, (134)

where v = 16 both for momentum and heat as suggested by Dyer (1974) when
k = 0.4. For stable condition Businger et al. (1971) assumed that ©.,(¢), ¥n(C)
are linear function of the argument (. Louis (1979) and others argued that the
formulation of Businger et al. (1971) suppresses turbulent exchange too strongly, in
particular under very stable conditions. The improved expression of Beljaars and
Holtslag (1991) is adopted in T&C:

UnlQ) = ~[ac+b(c— ) exp(-de) + %], (135)
be

w(© = ~[(1+2) wo(c- Dep-a + (X -1)], o)

where a = 1, b = 0.667, ¢ = 5, and d = 0.35 are experimental coefficients.

An iterative procedure hypothesizing a initial value of A is necessary to solve
for r4,. The Obukhov length, A = f(u*,6%), is a function of the friction velocity,
u* = f(A), and of the potential temperature scale #* = f(A), that in turn are
functions of the Obukhov length A. The initial value of A is chosen once the stability

conditions of the atmospheric surface layer are known.

6.1.2 Simplified solution

The complete solution of the Monin-Obukhov similarity theory presented in Sec-
tion 6.1.1 is computationally expensive. For this reason in T&C the approximate
solution proposed by Mascart et al. (1995) following the study of Louis (1979)
and applied in the ISBA land surface scheme (Noilhan and Mafhouf, 1996) is
also implemented. This approach estimates the bulk transfer coefficient for heat
Ch = 1/(ranuq). The coefficient Cj, is expressed as a function of the neutral trans-
port coefficient, C),, and of an empirical equation, F}, = f(Rip), function of the bulk
Richardson number, Rig:

1

TahUq

Ch =

where the terms C,, and Fy(Rip) are:

C, = K . (138)
In [(zatm — d)/zom]
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B 15Rip } {ln[(zatm - d)/zom]}
14+ cpy/ |R’LB’ ln[(zatm - d)/zoh]

; _ 1 ln[(Zatm - d)/zom] . .
Fi(Rin) = | n 15313\/%} [ln[(zatm — ) /2] Jif in >0,

Fu(Rip) = [1 if Rip <0,

(139)
where ¢, is calculate as follows:
ln[(zatm - d)/zom]
= 15¢,*Ch [ (zatm — d) /zon | ™" 14
& = 156," Co [ (zatm — )/ 701 Ln[(%tm e (140)
cp® = 3.2165 + 4.3431p + 0.5360u — 0.07814% | (141)
pn = 0.5802 — 0.1571x + 0.03274% — 0.00264° | (142)

where p = In(2zom/%on). Note that the expression of Fj(Rip) in equation (139) for
stable condition is slightly different from the one originally proposed by Mascart
et al. (1995). In equation (139) the enhancements first described by Louis et al.
(1982) and introduced by Noilhan and Mafhouf (1996) (page 157) are taken into
account [see also van den Hurk and Holtslag (1997) (page 132)].

Note that even though in the simplified solution of Mascart et al. (1995) the
coefficient C}, is derived using the free convection limit, in completely windless con-
dition, i.e. u, = 0, the aerodynamic resistance r,;, = 00, consequently there are
not turbulent exchanges. In nature, such a condition is almost impossible since a
free convection can guarantee a certain transport also in calm conditions (Kondo
and Ishida, 1997). When u, < 0.05 and conditions are unstable the aerodynamic
resistance is computed as in Beljaars (1994):

Cy = - =0.15 [0-5(93 n OQ)PT‘Z] (05 —04)7°, (143)

where v = 1.51 107° [m? s7!] and Pr = 0.71.

6.1.3 Aerodynamic roughness

Further insights must be provided for the aerodynamic, thermal, and vapor rough-
ness lengths 2y, and z,n, = zow, that are necessary for computing r,. Scalar rough-
ness height changes with the surface characteristics, atmospheric flow, and thermal
dynamic state of the surface (Su, 2002; Zhao et al., 2008). Mechanistic or semi-
empirical models to evaluate z,,, zon together with the displacement height d have
been proposed by different authors (Raupach, 1994; Massman, 1997; Su et al., 2001;
Zeng and Wang, 2007). These models are often based on complex parameteriza-
tions and an explicit calculation of the within-canopy turbulence profile. Such a
complexity and the many required parameters make them less appealing for T&C.
Therefore, the roughness lengths and displacement height are calculated with the
relationships proposed by Brutsaert (1982), where only the height of vegetation (or
a reference value for z,,,) is required. The parameterization of Brutsaert (1982)
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has been widely used in hydrological models and land surface schemes. In case of
vegetated surface the roughness are function of the canopy height H.:

Zom = 0.123H. (144)
Zoh = Zow = 0.1zom , (145)
d = 0.67H.. (146)

A detailed classification of roughness length parameters for different land uses can
be found in Wieringa (1993). In T&C the following values are used zy, = 0.003 [m]
for bare soil, zym, = 0.0002 [m] for water surfaces, zo;, = 0.001 [m] for snow and ice
and 2y = 0.0003 [m] for rocks. When multiple land-covers or vegetation occupy a
given computational element the highest roughnesses and displacement height are
used.

6.2 Under-canopy resistance

The aerodynamic resistance between the understory ground and the source for
heat/vapor in the vegetation or between two levels of vegetation (when two veg-
etation layers are present) is called under-canopy resistance r,’ [s m~!]. Such a
resistance depends on the turbulence profile and stability of the roughness sublayer.
Both simplified relationships ( Choudhury and Monteith, 1988; Shuttleworth and Gur-
ney, 1990; Bonan, 1996; LoSeen et al., 1997; Zeng et al., 2005; Ivanov et al., 2008a;
Sakaguchi and Zeng, 2009) and detailed approaches to calculate the transfer of mo-
mentum within the canopy have been proposed (Raupach, 1989; Massman, 1997).
T&C mostly followed the approach of Mahat et al. (2013), which combines logarith-
mic and exponential wind/eddy diffusion profiles, above- and below-canopy (Figure
20a). The logarithmic and exponential wind profiles are (Bonan, 1991; Brutsaert,
1982; Mahat et al., 2013):

atm
Zom

w(z) = u(H.)exp|—a(l—z/H.)]| for 2,

atm

* —d
u(z) = % ln<z ) for 2 > H. and z < 2, (147)
(

>z2<H,, (148)

where the superscript prime indicates the undercanopy quantities, u(z) [m s71] is

the wind speed profile, u(H,) = “—k* ln( C_d) is the wind speed at canopy height,

Zom

u* [m s71] is the friction velocity obtained inverting Eq. (130), d [m] is the zero

plane displacement, k = 0.4 [—] is the Von Karman constant, H. [m] is the canopy
height, zom [m] is the roughness height, and « [—] is an attenuation coefficient.

The above canopy wind speed u, at the reference height z.,, is a model input.

/

Different roughness properties are assumed for the undercanopy, where z/,,,

[m] is
the reference height for below-canopy assumed to be 2 m or 2 m above the snowpack,

2! [m] is the undercanopy roughness height and the undercanopy displacement

om
height is assumed to be zero.
Omitting the effect of atmospheric stability within and below the canopy, the

under-canopy resistance can be expressed with the K-theory (Choudhury and Mon-
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teith, 1988; Shuttleworth and Gurney, 1990; Dolman, 1993; Mahat et al., 2013) as:

d+zom Zatm  dz
r / — / + / , 149
o = "L ®e (149)

atm

where the eddy diffusivity profiles within the canopy K} (2) [m? s~1], and below the

canopy Kp,(z) [m? s71] are:

Kl(2) = Kn(H.)exp [—a<1fgj>} : (150)
Kn(z) = ku*(z—d) (151)

where Kp(H,) is the eddy diffusion coefficient for the canopy at height H.:

Ky = el (152)

ln Zatm—d
Zom

Substituting the values of Kj(z) and Kj(z) and integrating Eq. (149) (Mahat et al.,
2013):

Ii eOé _ zt’ztm _ . d+zom 1 Z/ 2
/ c a o —Zom t
o o ACH [e™ e —e @ THe | + = In < a/m> , (153)

a om

/
atm

where u], = u(H.)exp[—a(l — z,,/H.)] is the wind speed at the below canopy

reference height z/,,, (Figure 20a).
Atmospheric stability adjustments to turbulent fluxes use the expressions sug-

gested by Choudhury and Monteith (1988):

/

/ _ Tan . .
Te = m if Ri S 0,
/ T(Izn . .
R if Ri >0, (154)

where Ri is the Richardson number within the canopy:

. g(Ta B TS)chztm
Ri = . 155
(0.5(T, + Ts) + 273.15)u/,> (155)

For Ri > 0.16, Ri = 0.16 is used.

A reference value of the attenuation coefficient o = 3 was proposed by Choudhury
and Monteith (1988). The coefficient « controls the vertical gradient of wind speed
within the canopy that, in turn, controls enhancement of suppression of turbulent
transfer at different canopy heights. In T&C, the coefficient « is evaluated assum-
ing a point equivalence between Eq. (148) used to compute the exponential wind
speed profile within the canopy and the logarithmic wind profile above the sink of
momentum (Eq. 147). Specifically, the two wind profiles are forced to produce the
same value of wind velocity not only at the reference height z4y,, [m], as implicitly
required by the equations, but also at the canopy height H. [m] (Figure 20a). Under
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such an assumption the attenuation coefficient v becomes:

_ Infuq/u(He)] . (156)
Zatm/He — 1

Values of « obtained under this assumption are similar to the range of values o ~
2 —4 proposed by Choudhury and Monteith (1988) or used by other models (Bonan,
1996; Ivanov et al., 2008b). With Eq. (156) the value assumed by « decreases with
canopy height, as can be observed in Figure 20b. Such an outcome is consistent with
the phenomenology of the physical process, where a lower canopy height is expected
to exert a relatively smaller attenuation of wind.

18 30
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Ref. Height
--------- 25
14+
Canopy Height 20
T
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:cEn % 151
2 2
qo8f 2
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6 —ligg 10
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exp
sl " Uiog below
5l
) Below Canopy Ref. Height ]
. . o . . . .
0 2 4 6 0 05 1 15 2 25
Wind Speed u [m/s] Attenutation coefficienta'
Figure 20: Representation of Eq.(156) used to compute a [—]. a.) Logarithmic and

exponential profiles of wind speed are forced to produce the same value of wind speed u
at the reference and canopy height H.. b.) Values of « for different canopy heights. The
reference height is placed 3 m above the canopy. A larger distance between z44.,, and H,
reduces the value of «, i.e., it provides a lower attenuation.

The parametrization of o in Eq. 156 can be problematic for thick or very sparse
canopy since it does not depend on the Leaf Area Index (Zeng et al., 2005). The
attenuation coefficient « is expected to increase rather than remain constant as LATI
becomes larger and to exert a stronger control on turbulent exchanges. In T&C to
improve the parametrization the computed « value is corrected to account for LAI:

a= aLAI02%5 . (157)

Eq. (157) exploits the linear a-L AT dependence derived by Yi (2008) (their Eq. 23),
and assumes a characteristic value of o = 2 before the LAI correction (Eq. 156).
In the case of two vegetation layers (H, and L,), two different undercanopy re-
sistances are computed 7,/ (Hy), r4'(Ly) as required by the solution of sensible and
latent heat fluxes (Section 5.3.1 and 5.4.1). In this case, the undercanopy rough-

ness, undercanopy reference height, and undercanopy displacement height, for the
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high-vegetation H, corresponds to the properties of the low vegetation and the un-
dercanopy roughness and undercanopy reference height for the low-vegetation L,
corresponds to the one of the underneath ground or snow, when present.

6.3 Leaf boundary resistance

Exchanges of water vapor, carbon dioxide, and heat between plants and the at-
mosphere are also controlled by a thin layer of air between the leaf surfaces and the
surrounding environment. It is observationally verified that the magnitude of tem-
perature, wind velocity, water vapor, and COy concentrations observed at the leaf
surface and in the free atmosphere are different ( Vesala, 1998). This is a consequence
of a strong gradient of these quantities within a thin air layer in the immediate vicin-
ity of the leaf surface. This thin layer is referred as the leaf boundary layer and its
thickness ¢ [mm] is defined as the distance from leaf surface where the flow velocity
differs from the ambient value of only a small prescribed quantity (for instance 1%).

In land surface models, the leaf boundary layer is considered to compute the
resistance r;, [s m~!] that such a layer exerts on the transfer of mass or heat. In
still air, the leaf boundary resistance is related to the molecular diffusion. When air
motion is enhanced as a consequence of wind, the transport in the leaf boundary
layer becomes first laminar and then turbulent (Jones, 1983). The leaf boundary
resistance has been shown to depend on several factors, such as leaf morphology
(shape, size, roughness), leaf motion/orientation against the flow, and wind speed
(Jones, 1983; Schuepp, 1993). Generally, the leaf boundary resistance, 7, can be
calculated empirically or from mathematical models (Schuepp, 1993).

The expression first proposed by Jones (1983) (also used by Choudhury and Mon-
teith (1988) and Shuttleworth and Gurney (1990)) is adopted in T&C:

() = alu(2)/dieas]"? (158)

where g;(2) [m 57! is the mean one-sided bulk leaf boundary conductance, g,(z) =
1/rp(2), the term djeqf [m] is the characteristic leaf dimension, often referred to
as leaf width, and @ = 0.01 [m s~/?] is an empirical coefficient (Choudhury and
Monteith, 1988).

Using, for coherence, the same exponential profile of wind speed introduced in Eq.
(148) and assuming a linear distribution of the Leaf Area Index, L(z) = (LAI z)/H.,
where L(z) is the leaf area index varying with height (Choudhury and Monteith,
1988), the mean leaf conductance gy forc is obtained as:

LAI 1/2
gp(z)dL’ 2a\ (u(H, _

Eq. (159) is strictly valid for forced turbulence with u, > 0, an expression for free
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convection can be added if Ty > T, (Leuning et al., 1995; Monteith, 1973):

0.5D, G9-2

160
dleaf ( )

gb,free =
where D, = 1.9 107° [m? s71] is the molecular diffusivity for heat and G, =
1.6 108 (T, — T,) d3,, s [=] is the Grashof number. Finally, the mean one-sided resis-
tance for unit leaf area is:

1

Ty = —————— .
9b,free + Gb, forc

(161)
The expression (161) is used to compute ry for all Cerown present in a given com-
putational element. In the presented approach no attempt is made to distinguish
between fluxes of vapor and heat in the determination of 7. Slight differences due to
the diffusion coefficients, in fact, are negligible across the laminar boundary layers of
leaves, especially compared to other uncertainties (Choudhury and Monteith, 1988).
Effects of stability conditions are also neglected in the evaluation of . A sensitivity
analysis of r, [s m™!] to the leaf dimension djeqs [em] and wind speed uq [m s7!]
is presented in Figure 21. The increase of r, with larger leaf dimensions and with
lower wind velocities is easily appreciable.
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Figure 21: Sensitivity analysis of leaf boundary resistance, 7, [s m~!] to wind speed at
the reference height, u, [m s7'], and leaf dimension, djeqf [cm]. The vegetation height is
fixed to H. = 30 [m] and LAI = 5.

6.4 Soil resistance

Ground evaporation E, in T&C, corresponds to the quantities E; and Epge
[kg m~2 s71] (Section 5.4). Ground evaporation is controlled by atmospheric con-
ditions, surface soil wetness, diffusion in the boundary layer at the soil surface, and
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moisture transport below the soil surface (Kondo et al., 1990; Mahfouf and Noilhan,
1991; He and Kobayashi, 1998; Wu et al., 2000; Sakai et al., 2009; Smits et al., 2011;
Or et al., 2013). The general expression for E is:

F= pa[&qsat(Tg) - Qas] 7 (162)

T'soil

where p, [kg m ™3] is the air density, ¢qs [—], and gsat(T,) [—] are the specific humidity
at the roughness height for water vapor, z,, (described in Section 6.1), and the
specific humidity at saturation is calculated using the ground surface temperature Tj,.
Note that gus is influenced by turbulent exchanges above the ground and therefore
by the aerodynamic resistance and undercanopy resistance in presence of vegetation.
The term & is the relative humidity of air adjacent to water in the soil pore that is
typically close to 1 and different from the relative humidity at the roughness height
for water vapor.The term r,;; represents the resistance to the bulk transfer of water
between the water in the soil pores and the air above the soil surface boundary layer.

Evaporation rates from ground are represented following the physically based an-
alytical expression presented by Haghighi et al. (2013), which formulates a general-
ized top boundary condition for effective resistance to evaporation linking soil type,
surface water content, and boundary layer characteristic. Specifically, the soil resis-
tance to evaporation is separated in two water content-dependent mechanisms, one
resistance ryp [$ mfl] associated with the presence of a boundary layer around the
discrete pores at the soil surface, which accounts for the resistance for vapor trans-
port from the surface to the atmosphere just above the pore, and the soil internal
capillary-viscous resistance, 74, [s m™!], imposed on water transfer in the porous
media and controlled by hydraulic properties (Haghighi et al., 2013).

The soil boundary layer resistance 7, is expressed as:

5m+Pszf(GS>

1
e 109) (163)

Tvbl =

where Da [m? s~!] is the water vapor molecular diffusivity, &, [m] is the boundary
layer thickness, Ps, [m] is the size of the pore and f(fg) [—] is a function reflect-

ing the inherent coupling between the surface water content g and the diffusive

-0.5

5 2 is computed with the

resistance. The boundary layer thickness 6,, = 2.26 1073«
equation proposed by Shahraeeni et al. (2012) and derived from experimental data
and theoretical considerations. The wind speed u, [m s~!] is the wind speed at the
reference height for bare soil or the under-canopy wind speed for vegetated land-

covers (ul, in Section 6.2). The size of pores Ps, can be roughly computed as one

a
third of the particle size and is therefore correlated with the soil texture (Haghighi
et al., 2013). We estimate Py, = 11.12n32% 1076, with n being the pore size distri-
bution parameter in the van-Genuchten soil water retention curve (Mualem, 1976;
van Genuchten, 1980). The expression is obtained correlating the values of P, and
n provided by Haghighi et al. (2013). Finally, f(fs) is computed as a function of

the water content fg [—] in the shallowest layer of soil (Haghighi et al., 2013). This
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layer is typically 10 [mm] in T&C.

76, = im (164)

V40

The internal capillary-viscous resistance rg,, is expressed as a function of surface
water content 6g:

o
Sv 4K(05’)’

(165)

where v [—] is a proportionality constant reconciling units for capillary liquid to
vapor fluxes (Haghighi et al., 2013) and K [m s~ ] is the soil hydraulic conductivity
computed for the water content fg, where the denominator of Eq. (165) represents
an effective hydraulic conductivity supporting capillary flow between the drying
front and the evaporating surface. The proportionality constant v can be computed
as:

Q€sqt — €q

T T puRdT,

(166)
where Ry [J kg~ K 1] is the water vapor gas constant, p,, [kg m 3] is the water
density, T, [K] is the soil temperature of the shallowest soil layer and eg, and e,
[Pa] are the water vapor pressure at saturation and in the air, respectively. The
relative humidity of the air adjacent to the pores is calculated as in Philip (1957)
using the theoretical definition of the humidity equilibrium value &(fg), for a given
water potential Ug [m] corresponding to water content fg.

. g¥s
G =exp |— , 167
p [ RdTJ (167)
where g is the gravity acceleration constant.
Finally the soil resistance 74, is the sum of the two resistances:
Tsoil = Tvbl + Tsv - (168)

Note that the above formulation of rg,; is mostly based on physical principles
(Haghighi et al., 2013) and therefore does not rely on empirically derived parameters
as it is typically the case in other bare soil resistance formulations (Camillo and
Gurney, 1986; Kondo et al., 1990; Mahfouf and Noilhan, 1991; Lee and Pielke, 1992;
Oleson et al., 2008). Most of uncertainty is therefore confined to the definition of
the soil texture and the discretization of the soil layers near the surface rather than
on empirical parameters. A sensitivity analysis of r,,; for two soil types is presented
in Figure 22.
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Figure 22: Soil resistance r,;; sensitivity to wind speed and soil moisture fg expressed as
effective saturation S, for a sand loam (a) and clay (b) soil. Soil temperature is assumed
to be 20 °C, the atmospheric pressure 101325 Pa and the vapour pressure 2000 Pa.

6.5 Litter resistance

Many vegetated patches have a developed litter layer above the soil surface due to
accumulation of leaves, twigs, and woody debris. The litter layer has a significant
effect on limiting soil water loss by evaporation and reducing the diurnal amplitude
of soil temperature by providing daytime shade and nighttime reduction of heat loss
(Bristow et al., 1986; Park et al., 1998; Schaap and Bouten, 1997). The resistance to
soil water evaporation exerted by the litter layer is accounted for in T&C introducing
a term 7per [s m~!], which depends on the amount of litter By, [kg DM m ™2
on the ground and on its water content Opser [—| (Putuhena and Cordery, 1996;

Park et al., 1998). The litter resistance to vapor diffusion is given by (Kondo et al.,
1993; Park et al., 1998):

F
Tlitter = LlitterDi(; 5 (169)

where Da [m? s7!] is the water vapor molecular diffusivity, Litrer = Siitter Blitter
[m? litter m~2ground) is the litter area index, which is a linear function of the litter
biomass times the litter specific area assumed Syyer = 2 [m? litter kg DM ~1]. The
term Fy is the resistance of the litter layer from within the litter layer to its surface

and depends on litter thickness and litter water content (Kondo et al., 1990; Park
et al., 1998):

Lipi
Fy = 0.2731 %(1.6090%@’5&) . (170)

The behavior of Eq. (170) is shown in Figure 23 and the numerical coefficients
are fitted to reproduce Fig. 2 in Park et al. (1998). The litter water content is a
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function of the litter interception: Oritter = 0.4InLitter / Lsto capmaz, With a residual
(minimum) water content of 07e, = 0.05. The variable Inpie, [mm] is computed
in Section 9.5. The litter thickness is Lipick = 1.6 Biiter [cm], following observations
in Putuhena and Cordery (1996). The maximum and minimum storage interception
capacity are related to the litter biomass Byjite,r (Putuhena and Cordery, 1996; Sato
et al., 2004): Lsio capmaz = 0.8Blitter and Lt capmin = 0.1Byitter. The relative
humidity in the litter is always assumed to be ayjuer = 1, for simplicity.
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Figure 23: The resistance of the litter layer from the interior of the litter layer to its surface
Fpy as a function of litter thickness Lip;cr and litter water content 6y, is presented.

The litter resistance rye is only used in Section 5.4.1 for the computation of
evaporation from ground, while it is assumed that the litter layer does not affect the
transfer of sensible heat flux from the soil to the air aloft (Section 5.3.1). Given the
different thermal properties of litter and soil and the physical discontinuities, this
assumption is quite strong and just made for sake of simplicity.

When the soil biogeochemistry module is not activated, then By, = 0 and
ritter = 0, thus the litter resistance parameterizations does not exert any role. In
these conditions there is not litter evaporation, i.e., Ejer = 0. Model experience
suggests that the sum of ground evaporation and litter evaporation when the soil
biogeochemistry module is activated (i.e., with litter) is similar to the total ground
evaporation when litter is absent. The effects on the other water vapour and energy
fluxes are rather small.

6.6 Stomatal and photosynthesis

The framework used to estimate the stomatal resistance, 75 [s m~!], the net assim-
ilation rate, A,c [umol COy s~' m™2], and the leaf maintenance respiration Rgc

[#mol COy s~ m™2] is outlined in this section. These quantities are calculated

using a biochemical model that couples photosynthesis and stomatal conductance.
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The conceptual assumptions used in scaling from unit leaf to unit canopy are also
described.

6.6.1 Canopy partition

In order to describe the fluxes of energy, water, and CO» for a vegetated surface, it
is necessary to provide a scaling methodology from the leaf to the canopy scale be-
cause of several existing non-linear interactions (de Pury and Farquhar, 1997; Wang
and Leuning, 1998; Dai et al., 2004). These interactions involve absorbed energy,
leaf temperature, and stomatal behavior at different levels of the canopy. Processes
of photosynthesis and transpiration depend non-linearly on absorbed solar radiation
and temperature of leaves, and generally the entire radiative balance is affected by
the canopy partition (Sinclair et al., 1976). A “big-leat” approach is typically used
to model canopies with properly scaled quantities used to calculate plant-scale fluxes
(Farquhar, 1989; Sellers et al., 1996b; Bonan, 1996; Friend et al., 1997; Dickinson
et al., 1998; Oleson et al., 2004). The big-leaf model requires assumptions about leaf
properties, along with conceptualizations of the vertical profile of plant photosyn-
thetic properties. The distribution of photosynthetic capacity of leaves is typically
assumed to be related to an average profile of absorbed radiation. Consequently,
the entire canopy photosynthesis is modeled using scaled equations that describe
photosynthesis at the leaf level (Sellers et al., 1992).

More detailed schemes, such as the “two big-leaves” approach, subdivide the
canopy into sunlit and shaded fractions and model each fraction separately (de Pury
and Farquhar, 1997; Wang and Leuning, 1998; Dai et al., 2004). Multiple canopy
layer models subdividing the canopy in a number of sunlit and shaded layers have
been also proposed (Leuning et al., 1995; Baldocchi and Wilson, 2001; Drewry et al.,
2010; Bonan et al., 2014; Ryder et al., 2016).

The subdivision into sunlit and shaded fractions is recommended because photo-
synthesis of shaded leaves has a linear response to absorbed PAR, while photosyn-
thesis of sunlit leaves is often light saturated and so independent of absorbed PAR
above a thrshold, furthermore sunlit leaves can be several degrees warmer than
shaded leaves (de Pury and Farquhar, 1997; Wang and Leuning, 1998; Dai et al.,
2004). The “two big-leaves” approach is more complex than a big-leaf but it has
been shown to give results comparable to those of multi-layers models and signifi-
cantly better than those of the big-leaf model (de Pury and Farquhar, 1997; Wang
and Leuning, 1998; Dai et al., 2004).

This version of T&C adopts a two big leaves scheme, where sunlit and shaded leaves
are treated separately when computing net assimilation and stomatal resistance even
though a common single prognostic temperature is maintained (Section 5.1).

6.6.2 Scaling from leaf to canopy

Profiles of leaf properties have led to the hypothesis that leaves adapt or acclimate
to their radiation environment such that plant nitrogen resources may be distributed
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to maximize daily canopy photosynthesis (de Pury and Farquhar, 1997; Dewar et al.,
2012). It has been further hypothesized that the optimal distribution of nitrogen
occurs when nitrogen is distributed in proportion to the distribution of absorbed
irradiance in the canopy.

The canopy nitrogen profile is assumed to decay exponentially controlled by a
factor K [—], in analogy with the penetration of the direct beam radiation in the
canopy that is assumed to decay exponentially and controlled by a light extinction
parameter K,y (Section 4.2.1). Since the maximum photosynthetic capacity has
been shown to depend linearly on leaf nitrogen content (Schulze et al., 1994; White
et al., 2000; Reich et al., 1997; Wright et al., 2004), the instantaneous distribution
of nitrogen and light in the canopy are used to scale photosynthesis from leaf to
the two canopy levels. The scaling factor for photosynthetic capacity of the sunlit
FN sun and shaded Fy 4,4 fractions of the leaf area index LAI are:

LAI o —(KN+Kopt) LAI
1—e P
F = e Knzo=Koptz gy — . 171
N,sun /0 KN + Kopt ( )
LAI _ —(Ky LAI)
1—e
F — 7KN$ 1 _ 7Koptx d — _
N, shd /0 e (1—e ) dz e

1 — o~ (En+Kopt) LAI

Ky + Kopt

(172)

The factors Fv sun and Fi gpq are used to obtain the estimate of photosynthetic
quantities scaled from leaf to canopy. It follows that the maximum Rubisco capacity
at 25°C' Ve, for unit of leaf in the shaded and sunlit fractions Vi, suns Vinaz,shd
[pmol COy s~ m~2leaf] are:

FN,sun

Vmax,sun = Vrz;a:v m s (173)
Fn sha
Vmax,shd TZ;agg TZAI y (174)
(175)
where VI = [umol COy s=' m™2] is the maximum Rubisco capacity at 25°C at

the top of the canopy, which is a model parameter. Theoretically, other quanti-
ties, such as the maximum electron transport capacity at 25°C at canopy top ngx
[pmol Eq s~ m~2] and the leaf maintenance respiration Ry should be also scaled
from the leaf to the canopy scale (Wang and Leuning, 1998; Dai et al., 2004). Since

in T&C J%,, and Ryc are dependent on V.

ax» bheir scaling is implicit on the scaling

of Vipaz (Kattge and Knorr, 2007). Note that Fy,, and Fypq are computed similarly
but not identically to Eq. (13) (Section 4.1.1) since living biomass LAI and not
PAI is used.

The canopy scale quantities of net assimilation A,c [upmol COy s~ m™2] and the
leaf maintenance respiration Rqc [umol CO2 s~! m™2] are finally obtained as the
weighted sum of unit leaf sunlit and shaded fractions as:
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AnC = AnC’,sun FsunLAI + AnC,shd FshdLAI7 (176)
Ric = Racsun FsunLAI + Ryc sha FsnaLAI . (177)

The stomatal resistance for sunlit and shaded leaves s sun, s shd; [$ m~!] are instead

maintained at the leaf scale as required by Eq.(93)-(94).

6.6.3 Stomatal conductance

Plant metabolism depends on the photosynthetic reaction, in which photosynthet-
ically active shortwave radiation energy is used to combine water and atmospheric
CO, into sugars and other organic compounds. Plants allow the transfer of COq
from the atmosphere to the cellular sites of photosynthesis located in the chloroplasts
inside the leaves. This flow requires an open pathway between the atmosphere and
water-saturated tissues inside the leaf, which leads to an inevitable loss of water
vapor over the same route (Sellers et al., 1997). The opening of this pathway is
regulated by the stomatal aperture. The complex mechanisms of stomatal move-
ment depend on both plant physiology and environmental factors (Daly et al., 2004;
Buckley, 2005). A complete mechanistic model reproducing this function has not
been yet developed, although several biochemical models have been proposed (Jones,
1998; Jarvis and Davies, 1998; Dewar, 2002; Gao et al., 2002; Katul et al., 2003;
Tuzet et al., 2003; Buckley et al., 2003; Sperry et al., 2002; Buckley, 2005; Zweifel
et al., 2007; Vico and Porporato, 2008). Generally, biochemical models show a con-
sistently better performance compared to Jarvis-type schemes (Niyogi and Raman,
1997; Lhomme, 2001) or other methods used to compute photosynthesis (Anderson
et al., 2000; LeRoux et al., 2001; Arora, 2002).

In T&C, a biochemical model describing the coupling between photosynthesis and
stomatal resistance is employed. Simplifications are introduced in order to reduce
the computational effort and to account for the limitations imposed by a single
prognostic temperature (Section 5.1). Indeed, the necessity to solve iteratively for
stomatal resistance (75 sun and rs spq), which is a variable of the non-linear numerical
scheme that determines the surface temperature Ty would require a large computa-
tional burden. In the biochemical model component of T&C, the leaf temperatures
of sunlit and shaded canopy fractions T, sun and T, snq are approximated with the
air temperature T, and the value of aerodynamic resistance r, used in Eq. (179)
that depends implicitly on surface temperature, is approximated with the aerody-
namic resistance for neutral conditions. These assumptions permit the estimation
of photosynthesis and stomatal resistance outside the non-linear iterative equation
used to calculate the surface temperature Ts. Such an approach diminishes the com-
putational effort and is frequently used in numerical solution of stomatal resistance
(Noilhan and Planton, 1989; Nouvellon et al., 2000; Daly et al., 2004; Montaldo
et al., 2005).

In order to avoid repetitions, in the following, the equations for stomatal resistance
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s (Ts,sun OF Ts shq) and net assimilation A, for a single leaf are presented, using a
generic maximum Rubisco capacity at 25°C' V};,4,, which corresponds to Vinaz sun,
for a sunlit leaf and to Vj,4z shd for a shaded leaf.

The aperture of stomata has been experimentally shown to be related to the net
assimilation rate of COq, A,¢, environmental vapor pressure deficit Ae [Pa], and
intercellular COq concentration ¢; [Pa] (Ball et al., 1987; Leuning, 1995; Gao et al.,
2002). It is important to note that all empirical stomatal conductance relationships
give a linear dependence between the net assimilation rate A,c and the stomatal
conductance g co,. Several empirical equations calculating stomatal conductance
have been proposed in literature (Ball et al., 1987; Tardieu and Davies, 1993; Leun-
ing, 1990, 1995; Tuzet et al., 2003). See also Niyogi and Raman (1997) and Dewar
(2002) for comparisons of methods. The equation proposed by Leuning (1990, 1995)
is used in T&C:

_ Anc

gs,cO, = 90,005 + &mf(ﬁe) Patm (178)
where gs co, [umolCOs m™2leaf s~ is the stomatal conductance, gs co, = 1/7s cos,
a [—] is an empirical parameter, I'* [Pa] is the COg compensation point, Py, [Pal
is the atmospheric pressure, and go.co, [umol COy m=2leaf s~1] is the minimum
stomatal conductance when A,c < 0, which includes cuticular conductance and
imperfect stomatal closure. The sensitivity to vapor pressure deficit is expressed
through an empirical function f(Ae) = (ﬁ), where Ae [Pa] is the vapor
pressure deficit, which is calculated with 7,, and Ay [Pa] is an empirical coefficient
that expresses the value of vapor pressure deficit at which f(Ae = Ag) = 0.5. Equa-
tion (178) is modified from the original formulation since the CO2 concentration at
the leaf surface, c¢s [Pal, is replaced with the COg concentration at the chloroplast
level ¢, or the internal leaf concentration, ¢; [Pal, in case mesophyll conductance
is not accounted for. This correction leads to a better agreement with observed
stomatal response and to a more direct link with the COy concentration sensed by
the leaf (Mott, 1988; Assmann, 1999; Dewar, 2002).

The photosynthesis rates and stomatal conductance depend on chloroplast level
partial pressure of COg, ¢, [Pal, that a priori is unknown (Section 6.6.4). An iterative
procedure is thus required to estimate c., which is formulated as a problem of finding
the zero of a non-linear equation. In order to solve the non-linear equation the
resistance path between the leaf chloroplasts and the atmosphere must be calculated.

The corresponding equation in terms of carbon fluxes is:

Cq — C
A — a ¢ , 179
nc Pt (16475 + Tes + 13775 + 74) (179)

where ¢, [Pa] is the air atmospheric COy concentration at the leaf surface, the
coefficients 1.37 and 1.65 are the ratios between the resistances to transfer of COq
and water vapor across the leaf boundary layer (i.e., 7,.c0,/rsH,0 = 1.37) and
stomata (i.e., 75c0,/Ts,H,0 = 1.64) (vonCaemmerer and Farquhar, 1981). The
transfer of carbon through the aerodynamic surface layer is completely turbulent
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and rq,c0, = ra,H,0 (Jones, 1983). Note that throughout the rest of the document
when the subscript in the resistance terms is omitted, the value always refer to water.
The stomatal resistance 75 and the leaf boundary layer resistance r, are at the leaf
level. The term 7pes = 1/gmes [m? s' pmol=' COy | is the mesophyll resistance
(Warren, 2006), computed using a constant mesophyll conductance ges, which is
a model input. Mesophyll conductance represents an additional resistance to the
COs path and has been shown to be a function of environmental variables and COq
itself (Flexas et al., 2008, 2012). If these dependencies are accounted for mesophyll
conductance can partially decouple water and carbon fluxes (Warren, 2008; Sun
et al., 2014), however, parameterizations of environmental dependencies are still very
uncertain and are not accounted for in the current T&C version. When ¢,.s = o0,
its effect vanishes and Eq. (179) becomes equivalent to the classic formulation
without mesophyll conductance. When the biochemical model is used to calculate
photosynthesis of a low-vegetation (L,) layer (located below high vegetation (H,)
layer), undercanopy resistance r/, should be added to the denominator of Eq. (179).
The resistances in Eq. (179) are expressed in biochemical units of [m? s' umol=! CO, ].
The conversion to hydrological units (i.e., [s m~!]) is obtained using the gas molar
volume, as in Sellers et al. (1996Db):

1 Tt Pam

1057, (m? I~tco 180
0.0224 (T + 273.15) Pagm.o ro(m” s pmo 2),  (180)

re(sm™) =

where Py, [Pal is the atmospheric pressure, Py o = 101325 [Pal is the reference
atmospheric pressure, Ty = 273.15 [K] is the freezing temperature, T [°C] is the leaf
temperature for rs or air temperature for r, and r,, and r,(¢) is a generic resistance

with unit of measurements (¢).

6.6.4 Biochemical model of photosynthesis

Biochemical models of leaf photosynthesis describe CO» assimilation by chloro-
plasts of leaves as a process limited by rates of enzyme kinetics. Specifically, the
amount and velocity of the carboxylating enzyme Rubisco, the electron transport,
and the efficiency of leaf light-intercepting apparatus (chlorophyll) are considered as
limiting factors (Farquhar et al., 1980; vonCaemmerer and Farquhar, 1981; Collatz
et al., 1991, 1992; Farquhar and Wong, 1984; Farquhar et al., 2001). The biochemical
model of canopy photosynthesis implemented within T&C is based on Farquhar et al.
(1980); Collatz et al. (1991, 1992) with modifications based on Leuning (1995); Sell-
ers et al. (1996b); Dai et al. (2004); Kattge and Knorr (2007); Bonan et al. (2011).
The model describes the net and gross photosynthetic rates, A,c, and Ao, respec-
tively, [umol COg s~ m™2], as a function of three limiting rates. Specifically, these
rates describe the assimilation process as limited by the efficiency of the photosyn-
thetic enzyme system (Rubisco-limited) .J., the amount of PAR captured by the leaf
chlorophyll J., that depends on the the electron transport rate J,,, and the capacity
of the leaf to export or utilize the products of photosynthesis, J; for C'5 plants or

PEP-carboxylase, Js for C4 plants.
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The RuBP-carboxylase (Rubisco enzyme) limited carboxylation rate is formulated
as:
ce —I'*
Jo =V
‘ " [CC+KC(1+OZ-/KO)
Je = Vi, for Cy . (182)

} , for Cs, (181)

The maximum rate of PAR captured by the leaf chlorophyll (i.e., the light-limited
rate) is:

ce —I'*
e — . ) fi ) 1
J, J [Cc n QFJ or C3 (183)
Jo = PPFD*, for Cy, (184)

where J is the smaller root of the quadratic equation:

Im Im
ayJ? — (PPFD* + )+ PPFD" =% = 0, (185)

The export-limited rate of carboxylation (for Cs plants) and the PEP-carboxylase
limited rate of carboxylation (for C4 plants) are:

Js = 3TPU, for Cs, (186)
Jy = ke Pz:m’ for Cly . (187)

In the above equations, ¢, and O; [Pa] are the partial pressures of CO2 and O2 in
the leaf chloroplasts. The quantity PPFD* = € Bg PARups [pmol COy s™t m™2] is
the effective photosynthetic photon flux density of photosystem II, where € [umol COq
pmol ™! photons] is the intrinsic quantum efficiency, and Bg [umol photons J~1] is
a quanta-to-energy converting factor between the measurement units, that depends
on the wavelength, A, and thus on the type of radiation. Dye (2004) showed that
a value of S = 4.57 can be employed for a wide range of cloud conditions with
little or no error. The term a; = 0.7 [—] is a shape parameter (Bonan, 2002) and
PAR,,s [W m™2] is the absorbed photosynthetically active radiation at the leaf
scale computed from the canopy scale quantities in Section 4.1:

PARCL S,SuUN .
PAR s Filb};éll , for sunlit leaves,
PARabs shd
PA _ for shaded 1 . 1
Raps Fo LAl or shaded leaves (188)

The value of the intrinsic quantum efficiency, €, depends on the photosynthesis
pathway (C3 or Cy). There are arguments about its variability among different
plants (Skillman, 2008) but constant values of € = 0.081 [umolCOq pmol =t photons]
for C3 and € = 0.040 [umolCOs pmol~! photons] for Cy plants are typically used
(Farquhar et al., 1980; Collatz et al., 1991, 1992; Cozx, 2001; Arora, 2002). The
reader is referred to Oquist and Chow (1992) and Singsaas et al. (2001) for further
discussions on e.
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The variables V;,, [umol COs s™t m™2], J,, [pmol Eq s~ m™2] and TPU [umol Eq s~ m™2]
are the Rubisco capacity, electron transport capacity, and triose phosphate utiliza-
tion, at the leaf scale, after the temperature dependence has been accounted for.
The parameter I'* [Pa] is the CO2 compensation point (Bonan et al., 2011):

37.83(T, — Trey)
(Tref RT,) 17

r* = I exp[ (189)
where R = 8.314 [J mol~! K~1] is the universal gas constant, T,.; = 273.15 [K]
is a reference temperature, T;, [K] is the leaf temperature in Kelvin, and I'}; =
42.75107% Py, [Pal is the CO compensation point at 25°C. The terms K. and K,
[Pa] are the Michaelis-Menten constants for COy and Og, respectively, expressed as
functions of leaf temperature T, [K| (Bonan et al., 2011):

79.43(T, — T..
K, = A;Q5exp[ (Tﬂf}ng)f)}v (190)
36.38(T, — Tyey)
K, = K, , 191
356Xp[ (Tres RT,) ] (191)

where the reference values at 25°C' are: K25 = 404.9 1075 Py, [Pa] and Ko o5 =
278.4 1073 Payyy, [Pal.

The dependence of maximum catalytic capacity of Rubisco V,,, on temperature
T, is accounted for as in Kattge and Knorr (2007):

H (T T ) 1+ exp (7TT€fAS_Hd)
— Tret R
Vi = Vinaw exp| ot S (192)
m max (Tref RTU) 1+ exp (TU%“f;{Hd)

where Vi [pmol COs m™2 s71] is the value of Rubisco capacity at 25°C, H,
[kJ mol~!] is the activation energy, and Hy [kJ mol~!] is the deactivation en-
ergy. The deactivation energy Hy is generally assumed to be constant, H; = 200
[kJ mol~!] and describes the rate of decrease above the optimum temperature. The
term AS [kJ mol~! K~1] is the so-called “entropy factor”. Reference values of
H, = 72 [kJ mol~'] and AS = 0.649 [kJ mol~! K~1] can be used in absence
of specific information (Kattge and Knorr, 2007). More generally, these quanti-
ties are species dependent with typical ranges of H, = 45 — 95 [kJ mol~!] and
AS = 0.625 — 0.665 [kJ mol~! K~1]. A generic illustration of temperature depen-
dencies for various quantities including V,,, and J,, is presented in Figure 24.

The parameterization of Kattge and Knorr (2007) improves the biochemical model
of photosynthesis in comparison to the conventionally used Q1o function to account
for temperature dependencies of photosynthetic parameters (Collatz et al., 1991;
Sellers et al., 1996a; Cox, 2001). An equivalent expression to Eq. (192) but with
different parameters has been also used by other authors (Bernacchi et al., 2001,
2003; Bonan et al., 2011). Besides, the parameter H, and AS have a physical

meaning and are not purely adjustment factors.
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Figure 24: Leaf temperatures T, [°C] sensitivity of the maximum Rubisco capacity
Vin/Vinaz for C3 (a and b) and C4 (c) photosynthesis patterns. The sensitivity to the
activation energy, H, [kJ mol~!] (a), and entropy factor AS [kJ mol=' K~!] (b) are
shown. Reference values of AS = 0.649 is used in (a), and H, = 72 in (b). Tempera-
ture sensitivities of maximum electron transport capacity Jy,/Jmas (d), Triose Phosphate
Utilization TPU/T PUs;s (e), and CO2 compensation point I'*/I'5. (f) are also shown.
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The maximum electron transport capacity, J,, [umol Eq s71 m™2]

puted as in Kattge and Knorr (2007):

, is also com-

H (T T ) 14+ exrp (7TT€fAS_Hd>
— Tref R
T = Jmaz exp| —o—t_—ref } el , (193)
m max (Tref RTU) 1+ exp (TU%“EI_EHCZ)

1 —2]

where Jpar [pmol Eq s m is the maximum electron transport capacity at

25°C, computed from Viee 8S Jmar = Tju Vimaz [mol Eq st m™2], with Tjv

[umol Eq pmol CO5 !l an input parameter, with a typical range rjp = 1.6 — 2.6,

Reference values of H, = 50 [kJ mol~'], Hy = 200 [kJ mol~!], AS = 0.646

[kJ mol~! K1), are used to compute J,,, (Kattge and Knorr, 2007) (Figure 24).
The Triose Phosphate Utilization, TPU [umol Eq s~' m~2], is computed as in

Bonan et al. (2011):

(T~ Trep) Lt eap (T )

, (194)
(Tres RT) 1+exp (%)

TPU = TPUss exp[

where T PUs; = 0.1182V,,4, [wmol Eq st m*2] is the triose phosphate utilization
at 25°C computed from V., and the parameters of Eq. (194) are H, = 53.1
[kJ mol=1], AS = 0.490 [kJ mol~! K~1], and Hy = 150.65 [kJ mol~1] (Figure 24).

For Cy species Eq. (192) is replaced with another expression to compute V;,
(Sellers et al., 1996b; Dai et al., 2004; Bonan et al., 2011):

1 1
1+ exp[0.3(T, — 40)]} [1 +exp(0.2(15 — T,,)) |
(195)

Ve = Vinas [2.10~1<Tv—25>H

where T, [°C] is the leaf temperature in Celsius (Figure 24). The PEP Carboxylase
coefficient k. is computed as in Bonan et al. (2011):

he = heas [210057)] (196)

where T, [°C] is the leaf temperature and ke o5 = 20000 Vipar [pmol Eq s~ m™2] is
the PEP Carboxylase coefficient at 25°C.

The transition from one limiting rate to another (J., Je, and J,) is not abrupt.
The coupling between the three processes leads to a continuous smooth function.
Collatz et al. (1991) described it by combining the rate terms into two quadratic

equations, which are then solved for their smaller roots:

tcedy = Jp(Je+ Je) + JeJe = 0,
aps(A*)2 — A* (T, + Jg) + J,Js = 0, (197)

where the solution J, [umol COs m™2 s7!] is the smoothed minimum of J. and
Je, and the solution A* [umol COym~2s71] is the gross assimilation rate for unit
canopy before accounting for moisture stress, .. and o, are the coupling coefficients
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(Sellers et al., 1996a; Bonan et al., 2011), with a.. = 0.98 for C5 species and e =
0.80 for Cy species, and a,s = 0.95.

2 571, is then given

The net assimilation rate at the leaf scale, A, [umol COy m™* s
by:

Anc = Ac — Rac, (198)

where Ac = Bg A* [umol COy m~2 s71] is the gross assimilation rate, and Bs is
a water stress factor (Eq. 201). The term Ryc [ppmol COg m=2 s71] is the leaf
maintenance respiration, which is assumed to be equal to the leaf dark respiration,
even though this is a coarse assumption for respiration during daytime ( Villar et al.,
1995; Atkin et al., 1997), and is estimated following Collatz et al. (1991, 1992);
Bonan et al. (2011). For C5 species (Figure 25a):
Tref AS—H,

H, (T, - Tref)} 1+ eap (Lefogte)

(Tref RTv) 1+ exp (Tv%féHd) ;

Rgqc = 0.015 V00 exp (199)

where T, [K] is in Kelvin and reference values of H, = 46.39 [kJ mol~1], Hy = 150.65
[kJ mol™1], and AS = 0.490 [kJ mol~' K—1] are used. For C} species:

—1
Ric = 0.025 Vipgy 2.001T=25) 1+e1-3<Tv—55>] , (200)

where T, [°C] is in Celsius and the temperature inhibition functions are used to
modulate respiration at elevated temperatures. Note that the relation between the
leaf respiration, R4c, and temperature, T, is likely more complex, because acclima-
tion effects may play an important role ( Tjoelker et al., 2001; Wythers et al., 2005;
Smith and Dukes, 2013). Acclimation effects are, however, not accounted for in this
version of T&C.

A Bg factor is introduced to reproduce the control of available moisture on transpi-
ration and carbon assimilation. The factor Sg limits canopy photosynthesis based
on leaf water potential ¥y, [M Pa] (Section 13) at the hourly scale (Figure 25b):

By = 1 ! (201)
o7 1+ exp(ps¥r +qs)’
where pg = % and gs = —psW¥gs0 are two parameters computed from

the knowledge of water potential thresholds where stomata closure begins (2%) and
reaches the 50%, g 02 and Vg 59 [M Pal, respectively, which are model parameters.
Note that in the absence of a plant hydraulic module (Section 13) the leaf water po-
tential ¥, corresponds to the soil water potential ¥sr and Eq. (201) is only a proxy
for the complex control of the entire root-xylem-leaf transfer process that regulates
stomatal aperture and photosynthesis (Tuzet et al., 2003; Buckley et al., 2003; Katul
et al., 2003; Bohrer et al., 2005; Verbeeck et al., 2007; Vico and Porporato, 2008;
Feddes et al., 2001; Sperry et al., 2003; Kirkham, 2005; Sack and Holbrook, 2006;
Nobel, 2009). The factor Sg is applied to the assimilation rate, A*, as proposed by
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Daly et al. (2004) and not to the maximum Rubisco capacity, V,,, as proposed by
other authors (e.g., Ivanov et al., 2008b).
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Figure 25: Sensitivity of the leaf maintenance respiration to leaf temperatures T, [°C],
Ric/Rac 25 for C3 and Cy photosynthesis patterns (a). The value of the 8g factor for
different leaf water potentials Wy, is also presented for the special case ¥ g oo = —0.8 M Pa
and \115'750 = —-2.5 MPa (b)

An important parameter in the biochemical model is the maximum Rubisco ca-
pacity at 25°C, Vipae [#mol CO2 m=2 s71]. Figure 26 shows the sensitivity to this
parameter. The maximum photosynthetic capacity, Amae [tmol COz s~ m™2], i.e.
the gross assimilation rate, A¢, for optimal conditions, and the maximum stomatal
resistance, gs.co,,maz [Mmmol CO; m~2 571, are plotted against V,,,,. These quanti-
ties represent the rate of photosynthesis and the stomatal conductance when all the
environmental conditions are non-limiting. The sensitivities of A4, and gs,co,,maz
to the atmospheric COg concentration, ¢, [ppm], and the empirical coefficient, a [—],
that indicates the linear link between assimilation rate and stomatal conductance

are shown in Figure 26.

6.6.5 Chlorophyll fluorescence

The calculation of solar-induced chlorophyll fluorescence (STF') follows the deriva-
tion of Lee et al. (2015). The flux of emitted fluorescence F' can be expressed by an
equation analogous to the expression for PPFD*, F' = ey g PARs [rmol Eq st m™?]
where ep [ppmol Eq pmol~! photons] is the fluorescence yield (number of photons
that fluoresce per absorbed photon) analogous to €, and g [umol photons J 1] is
again the converting factor between the measurement units.

The energy absorbed by excited chlorophyll must be transferred to one of: (i)
photochemistry (photochemical quenching, i.e., the efficiency of electron transport
per photon absorbed by photosystems), (ii) non-photochemical quenching (NPQ),
that is, heat, or fluorescence (F'). The non-photochemical quenching is partitioned
as the sum of fractional heat loss in light-adapted conditions and in dark-adapted
conditions. The corresponding rate coefficients of the different energy uses are: k,
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Figure 26: Values of maximum photosynthetic capacity, Aqz, and maximum stomatal
conductance, gsmaz, as a function of V.. A sensitivity analysis to atmospheric CO,
concentration, C, [ppm], and to the empirical coefficient, a [—], is shown. The lines are
calculated with € = 0.081 [umolC Oy pumol=! photons], H, = 72 [kJ mol™1], AS = 0.649
[kJ mol~t K~1] for a C3 plant; a = 7 in the subplots (a) and (b); ¢, = 380 ppm in the
subplots (c¢) and (d).
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(photochemical quenching), k, (NPQ in light adapted conditions), k; (NPQ in dark
adapted conditions) and k¢ (fluorescence) (Lee et al., 2015). For a light-acclimated
leaf when it is exposed to saturating irradiance k, = 0, then, the fluorescence yield
€p can be written as:

ky

= ——— (1—ep), (202)

r kf+ ka+ kn

where ep = 4 € J;/PPF Dx [umol Eq pmol ™! photons], kg = max[0.03 T,+0.0773, 0.087],
kf = 0.05, and k,, = (6.2473dls — 0.5944)dls. The leaf temperature T3, [°C] is in
Celsius and dls =1 — Jy/PPFD* is the degree of light saturation (Lee et al., 2013,
2015; van der Tol et al., 2014). The term J; is the actual electron transport rate
calculated from the CO2 exchange rate and PPF D* is the maximum possible elec-
tron transport rate for a given absorbed PAR. The term J; is computed as (Lee

et al., 2015):

I
5 o= A [H

c. —I'*
Jy = A%, for Cy . (204)

] , for Cj, (203)

Since a spectrometer measures fluorescence as a power per solid angle, unit area,

2

and wavelength range [W m™2sr~! um™!], the flux of emitted fluorescence, F

[pmol BEq s~ m™2]

must be converted to the proper units. The conversion would
theoretically requires to run a full canopy radiative transfer model, fortunately con-

version factors have been proposed to convert F' in SIF at 755 nm (Lee et al., 2015):

ST — % (205)
where £ = 0.0375V,,,q + 8.25 accounts for the integration over all wavelengths in
the fluorescence emission spectrum, observing angle, and for the unit conversion.
Besides V42, chlorophyll concentration also influences & but this is not accounted
for in T&C. The value of ST F755 is computed separately for sunlit and shaded leaves
and integrated at canopy scale identically to net assimilation (Eq. 176).

7 Snow hydrology

A suitable model of the hydrological cycle must account for snow accumulation

and melt since the presence of snow modifies the energy and water mass balances.

7.1 Precipitation partition

The partition of incoming precipitation P, [mm h~!] into rain P, j;, [mm h™'] and
snow P, sno [mm b~ (in terms of liquid water depth) is considered to be regulated
by air temperature, T, [°C| at the reference height, z44, [m]. This assumption
is common in modeling snowpack dynamics ( Wigmosta et al., 1994; Tarboton and
Luce, 1996), despite the fact that the partition between P, ;, and P, ¢, depends
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on the actual profile of temperature in the lower troposphere, and on the weather
system producing the precipitation event. The terms P, ;;, and P; 4, are calculated

as:
Pr,sno = Pr ) if Ta < Tmina (206)
T, - T,
Pr,sno = P’I‘M ) if Tmzn < Ta < Tmaam (207)
Tmar - Tmm
Pr,sno =0 5 if Ty > Tmama (208)
Pr,liq = P - Pr,sno ) (209)

where T),;n [°C] is a threshold temperature below which all precipitation is in the
form of snow, and T}, [°C] is a threshold temperature above which all precipitation
is rain. Between the threshold temperatures, precipitation is assumed to be a mix of
rain and snow. The values of T},,;, and T}, are model parameter. Typical values of
-1.1/-0.5 [°C] and 2.5/3.3 [°C] can be used for T}, and Tqz, respectively (USACE,
1956).

7.2 Snowpack energy and mass balance

Two different storages of snow are considered: the snowpack at the ground, with
the corresponding snow water equivalent Sy g [mm] and the intercepted snow in
the high-vegetation canopy, with snow water equivalent Ing,,, [mm]. Since a single
prognostic surface temperature Ty, is computed for a given computational element,
the energy balance of the two snow storages is combined.

The basic theory underlying all physically-based snowmelt models lies in balancing
the energy budget for the snowpack and converting the excess energy into snowpack
temperature change, metamorphism, or melt ( Williams and Tarboton, 1999). The
seasonal snowpack dynamics can be separated into the cooling phase, the warming
phase, the ripening phase, and the output phase (Dingman, 1994). During the
cooling/warming phases, the net energy input raises/decreases the temperature of
snowpack, until a warming phase brings snow to the melting point. During the
ripening and the output phases, the snowpack remains isothermal at the melting
point temperature. Additional energy inputs cause some of the snow to change
phase from ice to water. During the ripening phase, the liquid water is retained
in the snowpack by surface-tension forces until the snow reaches its liquid holding
capacity. Once snowpack voids are saturated, the output phase begins and melt-
water flows out of the snowpack.

In cooling and warming phases, the temperature variation of snowpack is controlled
by heat transfer as:

1000 d@ dt

ATsno = , 210
sno G pw(SIIjVE +InngE) ( )

where dQ [W m™2] is the net energy flux input to the snowpack, ¢; [J kg™! K~!]
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is the specific heat of ice, p, [kg m™3] is the density of water, and S%. [mm],
1 n%WE [mm] are the water mass equivalent of ground snowpack and intercepted
snow before accounting for melting. The term dt [s] is the time step, and dTs,, =
Tsno(t) — Tsno(t —dt) [°C] is the change in the average temperature of the snowpack.
Note that in Eq. (210) the temperature change dTs,, can be positive or negative
depending on the sign of d@) that implicitly depends on T,,.

During the ripening and output phases, snowpack remains isothermal at the tem-
perature of melting point Ts,, = 0 [°C]. Additional energy inputs cause some of the

snow to change phase from ice to water:

5. _ lo0dQ o11)
At Pw

where Ay = 333700 [J kg~'] is the latent heat of melting of ice at 0 [°C], and
S [mm] is the snow water equivalent converted to water. The total flux S, is
partitioned into snowmelt S,,; [mm], occurring in snowpack at the ground (i.e.,
mass released from S{ZV ), and snowmelt Sp2 [mm], occurring in the intercepted
snowpack (i.e., mass released from n%WE) weighting the relative masses:

Sb
Sp1 = —NE___g (212)
S%/E—i—fngWE
sty

Sma = G5
Sty + InSWE

Sm - (213)
The net energy flux input to the snowpack, dQ [W m™2], is calculated by con-
sidering all significant sources of incoming and outgoing heat in the energy balance
equation (Anderson, 1968; Bras, 1990; Wigmosta et al., 1994; Dingman, 1994; Tar-
boton and Luce, 1996; Williams and Tarboton, 1999; Liston and Elder, 2006):

dQ(Tsno) - Rn(Tsno) + Qv(Tsno) + Qfm(Tsno)
_H(Tsno) - )\E(Tsno) - G(Tsno) ) (214)

where R, [W m™2] is net radiation energy absorbed by snow, Q, [W m™2] is incom-
ing heat with precipitation, G [W m~2] is ground heat flux into the soil, H [W m 2]
is sensible heat flux from snow, AE [W m~2] is latent heat flux from snow and
Qfm [W m™2] is heat release from melting (negative) or freezing (positive) of liquid
water held by snow (Section 7.4). Note that all of the above quantities implicity or
explicitly depend on the surface snow temperature Tyy,,.

Snowpack mass Sy g [mm] is updated conserving the mass balance:

Sty = Swe(t—dt) 4+ Prusmo(t) — Eso(t)dt, (215)
Swe(t) = Sygpt) = Sm(t), (216)
where P,y sno [mm] is snow precipitation that reaches the ground, Fg,, [mm h™!]

is evaporation-sublimation from the snowpack, and dt [h] is the time step. The
term P, sno is the total snow precipitated in the land area, less the newly inter-
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cepted snow I ngWE [mm], plus the snow unloaded from the snow interception storage
Ulns,,,, [mm] (Eq. 217). Further details are given in Section 7.3. The term Egp, is
from Eq. (92) and accounts for evaporation-sublimation from the whole snowpack.

Pr,u,sno = Pr,sno dt [1 - (1 - Csno,w)cwat] - ITLJS\]WE + UI”SWE ) (217)
Ne
Esno - (1 - Z Ccrown,i - (1 - Csno,w>cwat> Esno,f +
=1
Ne
Z (Ccroum,i Esno,v,i) ) (218)
=1

where the symbols in Eq. (218) are defined in Section 5.4.

All of the quantities in Eq. (214) are functions of the surface temperature Ty,
that is an unknown. Further, Tj,, depends also on the snow mass balance since it
influences snowmelt and liquid water content of the snowpack. An iterative numer-
ical solution has been developed to solve for Ty, that satisfies the energy and mass
balances. First, an initial value of T  is assumed and then Eq. (214) is solved
iteratively until the equality 7%, = Ti! is satisfied.

no sSno

7.3 Canopy interception of snow

Interception by forest canopies can store up to 60% of cumulative snowfall by mid-
winter in cold boreal forests, which may result in a significant loss of snow through
sublimation (Pomeroy et al., 1998a). Most of intercepted snow remains in the canopy
where it is exposed to a relatively warm and dry atmosphere. Underestimation of
interception will result in a shorter exposure time for sublimation/evaporation and
thus in a decrease in seasonal sublimation (Pomeroy et al., 1998a). Intercepted
snow also alters the surface albedo. A significant decrease of albedo occurs once the
intercepted snow is unloaded from canopies.

In T&C only the high-vegetation layer (H,) is parameterized to have a storage
of intercepted snow. A single value of intercepted snow water equivalent, Ing,,
[mm] is considered for any given element and it represents the average of inter-
cepted snow between different crown areas (Cerown,i) that can be present within a
basic computational element. In the low-vegetation layer, there is no storage for
snow interception. When snow falls on the low-vegetation layer, snow is assumed to
increment the ground snow layer and its contribution is added to the snow water
equivalent Sy g. The presence of snow on the ground is assumed to completely hide
the low-vegetation layer. In such a situation, the latent and sensible heat fluxes are
estimated directly from the snow surface.

The snow interception model developed by Hedstrom and Pomeroy (1998) is ap-
plied to calculate the intercepted snow mass Ing,, . Hedstrom and Pomeroy (1998)
provide a physically-based formulation of snow interception, where Ing,,,, is related
to snowfall characteristics, leaf area index, tree species, canopy density, air tem-
perature, and wind speed (Hedstrom and Pomeroy, 1998; Pomeroy et al., 1998b,
2002; Gelfan et al., 2004). Further adaptations presented by Gelfan et al. (2004);
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Lee and Mahrt (2004); Liston and Elder (2006) are also accounted for and imple-
mented in T&C. The model of snow interception permits the calculation of several
quantities such as the newly intercepted snow [ néVWE [mm], the actual intercepted
snow Ing,, ,(t), and the unloaded snow Uppg  [mm] from standard meteorological

variables.
Ing, () = Ingy,(t—dt)+Ing, () = Em (t)dt, (219)
Ingy,(t) = Ing, (t) = U, (t) = Sma(t), (220)

where InY%  (t) [mm] is the intercepted snow before unloading, Er,, [mm h~1] is
SWE SWE

the sublimation/evaporation from intercepted snow, Sy,2 [mm] is the snowmelt of the

intercepted snow (Section 7.2), and dt [h] is the time step. Sublimation/evaporation

from intercepted snow Ejpg  is taken from Eq. (92):

Ne

EI"SWE = (dw,sno Z(Ccrown,i[PAI(Hv,i)]))Esno,f ) (22]—)
=1
where Egpo ¢ is in [mm h™1], dy sno = min (1, InSWE/IngWE) [—] is the fraction of

vegetation in the high-vegetation layer covered by intercepted snow (Lee and Mahrt,
2004). The term, dy sno, is averaged on the n. crown areas, and IngJWE [mm)] is the
total (on the crown areas) snow interception capacity. This equation is equivalent to
the one describing evaporation from a water surface, once the snowpack temperature
and the latent heat of sublimation are considered. This is a simplification when
compared to more accurate approaches that compute sublimation losses accounting
for ice and canopy exposure coefficients (Pomeroy et al., 1998b). However, this
simplification is considered to be adequate in the context of T&C.

The newly intercepted snow, [ ngWE, depends on the difference between canopy
snow interception capacity I ng/IWE [mm], and the initial snow load Ing,, ,(t — 1)
[mm]. It is further related through an exponential function to snowfall and canopy
coverage and density (Hedstrom and Pomeroy, 1998):

P’I‘ snodt
—Sp T M
In]SVWE‘ - C<In§4w15 —Ingyp(t — 1)) (1 —e wr > ’ (222)
where ¢, [—] is the canopy-leaf contact area per unit area of ground, which for no

wind condition is proportional to canopy coverage and in high wind speeds is 1
(Pomeroy et al., 1998b). For simplicity, ¢, = 1 is assumed for any condition. The
term Py g0 [mm h™' is the snowfall on the canopy (considered equal to the open-
area snowfall) (Section 7.1). The coefficient ¢ [—] represents the immediate unload
of the newly intercepted snow. A value of ¢ = 0.7 was found to be appropriate for
hourly time-step (Pomeroy et al., 1998a; Hedstrom and Pomeroy, 1998).

The snow unloaded from the canopy U Insy, [mm], at each time step is calculated
using a linear reservoir model as first proposed by Hedstrom and Pomeroy (1998).
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The value of U Insy, for cold conditions is:

Ulng,,, (t) = (1 = e*wt) IanWE(t) . (223)

where 7 = 4.1 1073 h~! is a reference parameter obtained from the sensitivity anal-
ysis of Hedstrom and Pomeroy (1998). Eq. (223) is valid for cold conditions and
the wind speed is not considered in the unloading process (Hedstrom and Pomeroy,
1998). All the mechanisms for unloading of intercepted snow increase dramatically
for wet-snow conditions. Therefore, when the atmospheric dew point temperature,
Tjew [°C], exceeds 0 °C and the wind speed, u, is greater than 0.5 m s~! the inter-
cepted snow in the canopy is considered to be sufficiently ventilated to be isother-
mal at 0 °C' and as suggested by Gelfan et al. (2004) is completely unloaded, i.e.,
Urnsy, (t)y =1 n%WE(t) . This mechanism is consistent with the unloading criteria
underlined by Storck et al. (2002), it is physically meaningful and computationally
simple.

The canopy snow interception capacity [ n%WE [mm] is calculated following Hed-
strom and Pomeroy (1998). The interception capacity of snow, I ng/[WE, depends on
the plant area index PAI and on the maximum snow load per unit of plant area,

SPsno.rn [kgm™2] or equivalently [mm]:

Nec

¥, = Sponoin D |Coroun[PAICH,)] (224)
i=1

where Spsno n is composed of a mean specie value Spy,, 1, corrected by a func-

tion that depends on snow density, ps.o [kgm™>]. Since the snow density of the

intercepted snow is not explicitly resolved, it is always assumed to be the that of a

theoretical new snowfall, pJ¢% (Section 7.5):

new
sno

—~ 46
SPsnogn = SPsno.rn <0.27—|— ) (225)

Field observations have suggested values of @sno’ n between 5.9-6.6 [mm m? ground area
m~2 leaf area) (Schmidt and Gluns, 1991).

7.4 Snowpack water content

During the ripening phase, liquid water is retained in snowpack by surface-tension
forces until snow reaches its liquid holding capacity. Generally, the outflow rate from
snowpack W, [mm], is determined through Darcy’s law accounting also for capillary
forces (Tarboton and Luce, 1996; Essery et al., 1999; Zanotti et al., 2004). In order
to avoid excessive computational efforts, a simple “bucket” model to describe the
dynamics of the water content in the snowpack, Spy. [mm] is used. The bucket
approach provides outflow W,.;, when the maximum holding capacity Spf\fc [mm],
is exceeded (Wigmosta et al., 1994; Belair et al., 2003). The maximum holding
capacity of the snowpack Spl)L is calculated as a function of snow water equivalent,
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Sw e [mm] and specific holding capacity coefficient c* [~] that, in turn, depends on
snow density psno [kgm™3]. The equations first proposed by Belair et al. (2003) are

used:

Spye. = ™ Swg, (226)
o= Cfn’n (psno > pe) +

(cﬁin + (Cﬁba:p - Cﬁin)@) (psno < pe) ) (227)
e

where the snow density is defined in Section 7.5, the minimum specific holding
capacity coefficient is £, = 0.03 [~], the corresponding maximum is £, = 0.1
[~], and the density threshold is p. = 200 [kgm™3]. The release of water from
snowpack starts when snowpack water content Sp,,. exceeds Sp).. Once the process
reaches this threshold, the output phase begins and melted water W, flows out of
snowpack. The released water is: W5 = (Spwe — S’p{\fc).

The balance of snowpack water content Spy. results from the sum of snowmelt

and liquid precipitation entering the snowpack, less W,.4:

Spwc(t) = Spwc(t - dt) + Sm + Pr,liq(t)dt |:1 - (1 - Csno,w)cwat

Ne
- [Z Ccrowncfol,Hv} (1 - dw,sno)} - Wrs ) (228)
=1
where Cjo g, [—] is the fractional vegetation cover for the high-vegetation layer

(Section 9.1).

The snowpack water content is considered to be in a liquid state, when the surface
temperature Ty, is larger than -0.01 °C, where -0.01 is used instead to avoid numer-
ical instability of jumping at every time step between liquid and frozen snowpack
water. It is in a frozen state otherwise, i.e., no intermediate states are considered.
Consequently, the heat released from the melting (negative) or the freezing (positive)
of this water, @, [W m™2], is estimated as:

)‘f Pw Spwc(t - dt)

Qpm(t) = fo 1000 dt ’
if Tyno(t) < —0.01 and Tyno(t — dt) > —0.01, (229)
)‘f Pw Spwc(t - dt)
@m() = fop = 1000 dt ’
if Tyno(t) > —0.01 and Tyno(t — dt) < —0.01, (230)

where p,, = 1000 [kg m ™3] is the density of water, Ay = 333700 [J kg~'] is the latent
heat of melting-freezing, dt [s] is the time step and fo, = 5/Swg [—] with f,, < 1is
the fraction of snowpack water content involved in freezing/melting transformations,
assumed to be the total water for snowpack less than 5 [mm| and a smaller fraction
for thick snowpacks. This solution avoids creating huge and and unrealistic energy
fluxes when a large amount of water is present in a deep snowpack. Without any

phase change, the flux @z, = 0.
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7.5 Snow depth and density

The density of snow is assumed to be constant with depth to avoid complex depth-
dependent parameterizations and be consistent with the single snowpack layer (Dou-
ville et al., 1995). The snow density, psno [kg m ™3], evolves in time according to the
conceptual formulation first proposed by Verseghy (1991) (see also Douwille et al.,
1995; Essery et al., 1999). The original procedure has been successively improved
by Belair et al. (2003). In this modified formulation, snow density increases due to
gravitational settling, following an exponential function of time and is updated when
fresh snow falls on the snowpack. The mechanism of compaction due to the weight
of new snow falling in the existing snowpack is neglected (Anderson and Crawford,
1964) .

The snow density is calculated as:

4t .
p;no = pé\;[w - [p%o - psno(t - dt)]e( o Tl) ) if Psno(t - dt) < pé\;[w ) (231)
plsno = psnO(t - dt) ) if psno(t - dt) > pé\;[w ) (232)

where o, [kg m™3] is an intermediate value of snow density, pX!  [kg m™3] is the
maximum snow density, 7 = 0.24 [], and 71 = 86400 [s] are parameters proposed
by Verseghy (1991) (see also Section 4.2.6), and dt [s] is the time step. The maximum
density of snow p  depends on snow depth and melting conditions (Belair et al.,

2003):

1000 20.47 Sae
p%o = 7/) [ SMmlj— S, (1—604(?6?3)} , if Sp1 >0, (233)
w ep
1000 20.47 Sae
pmo =, [SM’%‘ Sa (1‘6_"‘5653)} o S =0, (234)
w ep

where p,, = 1000 [kg m 3] is the density of water, Sgep [m] is the snow depth, Sy,

[mm] is the snow melt from the snowpack and p1 pM2 (kg m=3]

are the maximum
density allowed for snow in melting and freezing conditions, respectively. Typical
values for these parameters are pM! = 500 — 600 and p}2 = 300 — 450 (Dingman,

sSno sSno

1994; Essery et al., 1999; Belair et al., 2003). Values of pM! =580 and p2 = 300
are typically used in T&C. The intermediate value of snow density, p.,, is used to
update the snow density. When a new snowfall occurs, snow density decreases due

to fresh snow. The updated value of pgy,, becomes:

pggoﬂpr,sm(t)dt + PlsnoSWE (t —dt)

_ , 235
pano Prano(t)dt + Sy (t — dt) (235)
where P, gno [mm h™'] is the snow precipitation, Sy [mm] is the snow water
equivalent in the snowpack, dt in [h], and the fresh snow density, p"¢¥ [kg m ™3], is
calculated as (Bras, 1990):
1.8T, + 32\2
PR = 1000 [0.05+ (%) ] (236)
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where T, is in [°C]. Note that without a new snowfall, ps,, is simply equal to pl,,,.
The snow depth, Sgep [m], is calculated from the snow water equivalent and snow

density as:

Pw

Psno

Siep = 0.001Swp(t)

(237)

Finally, presence of snow on the ground also changes the roughness of the surface
Zom |m], (Section: 6.1.3). A new roughness length, z,,, in the presence of snow is
re-evaluated as in Strack et al. (2004), weighting vegetation and snow roughness on
the basis of snowpack and plant heights:

Sa . Sd
Zom = Zom,veg Max [07 <1 - ]{f)] + Zom,sno MIN |:1a Hip:| ) (238)

where zom peg [M] and zom sno [m] are the roughness of vegetation and snow in a
open field (Section 6.1.3), H. [m] is the vegetation height, and Sg, in [m]. The
relationship z.;, = zow = 0.124y, continues to hold true.

8 Ice hydrology

8.1 Ice energy and mass balance

Ice cover (Cjce = 1) is either caused by the presence of a glacier or because a water
surface freezes (Cjcey = 1). Note that Cjc is a model variable and not a parameter,
therefore another land-cover (e.g., bare soil or rocks) must be specified underneath
the ice layer. Ice is considered as a unique storage of water equivalent Iy [mm]
with a single prognostic surface temperature T;.. computed for each element covered
by ice. The energy and mass budget follows identical physical principles of the
snowpack energy and mass budget (Section 7.2). Ice melted water cumulates in a
ice water storage Ipy., [mm] and can be released in form of water flux W,; [mm] at
the bottom of the ice layer.

The temperature variation of the ice in absence of melting is controlled by heat

transfer as:

1000 dQ dt
ir,, — 000dQdt (239)

Ci PwIIZ;VE

where dt [s] is the time step, dQ [W m™2] is the net energy flux input to the ice,
¢; [J kg™' K~ is the specific heat of ice, p, [kg m™>] is the density of water,
and I, [mm], is the water mass equivalent of ice before accounting for melting.
Note that in glaciers the water mass of ice in a given point could be several meters
(even hundreds of meters) and since we do not solve the ice profile temperature, we
need to consider only the upper part of the ice layer, which contributes to the surface
energy budget. Therefore, an upper limit to I II;V g equal to 2000 mm is imposed in the
model for convenience. This implies that only the upper 2 m of ice water equivalent

in a glacier contributes to energy exchanges, which is a realistic approximation
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considering that temperature fluctuations below this depth are minor. The difference
dTice = Tice(t) — Tice(t — dt) [°C] is the change in the average temperature of the ice
layer (or approximately upper 2 m of ice, if I‘I}VE > 2000).

During ice melting periods, the ice remains isothermal at the temperature of melt-
ing point, Tj.e = 0 [°C]. Therefore, additional energy inputs cause some of the ice
to change phase from ice to water:

I - 1000d@ 7 (240)
AfPuw
where A\ = 333700 [J kg~'] is the latent heat of melting of ice at 0 [°C], and
I, [mm] is the ice water equivalent converted to liquid water. During the melting
phase, liquid water is retained in the ice and can be released either because the
cracks in the ice pack are saturated or through fractures in the ice (e.g., moulins
and crevasses). In this case the melt-water flows out of the ice.
The net energy flux input to the ice, dQ [W m™2], is calculated by considering the
sources of incoming and outgoing heat in the energy balance equation:

dQ(,I%ce) = Rn(ﬂce) + Qv (Ece) - H(Tsno) - A-E(Crice) - G(Ece) ) (241)

where R, [W m™2] is net radiation energy absorbed by the ice, Q, [W m™?] is
incoming heat with precipitation, G [W m™2] is ground heat flux from ice to the
soil or at the bottom of the 2 m ice if IY, 5 > 2000, H [W m~2] is the sensible heat
flux from ice, \E [W m™2] is the latent heat flux from ice. The heat released from
melting or freezing of liquid water held in the ice is not accounted for, since melted
water is considered to percolate deep enough to avoid re-freezing near the surface.

Ice mass Iy g [mm] is updated conserving the mass balance:

Bypt) = Iyp(t—dt) + Iys™(t) — Eie(t)dt, (242)
Iwgp(t) = Iyp(t) = In(t), (243)

where Iyy g [mm] is the new ice mass formed at the time step dt [h], Ejce [mm h™']
is evaporation-sublimation from the ice. The term EN'ice is from Eq. (92) and accounts

for evaporation-sublimation from ice:

Eice - Cice(l - (]- - Cice,w)cwat)Eicey (244)

where the symbols are defined in Section 5.4. Note that ice evaporation can occur
from a water surface if it is frozen (Cicew = 1).

New ice I, VJ‘\; g can be generated in two ways, (i) if there is old snow and snow density
is above a prescribed threshold picesn [kg m™3]; (ii) if a water surface freezes. In
the first case the new ice is subtracted from the snowpack water equivalent Sy g.
A threshold pjce ¢, = 500 is typically assumed, which correspond to a snow to firn
transition (Cuffey and Paterson, 2010). Additionally, the conversion occurs with a

constant rate of 0.037 [mm h~1], which is derived from long-term observations of
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ice formation processes (Cuffey and Paterson, 2010):

IWEN = min [SWE,0.037dt] , if Psno > Pice,th (245)
IWEN = 0, if Psno < Pice,th - (246)

Alternatively, IV]\[ﬁ g can be generated when a lake freezes and it is subtracted from
the water storage W AT (Section 10). In this second case:

IweY = CuuAzicedt, if Sgep < 0.1 and Tjee < 0 (247)

dt if Sgep > 0.1, (248)

where Sgep is in m and Azjee [mm h~' is a ice formation rate, with a typical value
Azice = 0.54 (Yang et al., 2012). Note that ice formation process is assumed to be
five time slower when the frozen water is covered by a insolating layer of snow. Eq.
(247) is a coarse conceptualization of the ice formation process over a lake, which
computation would require the solution of the lake temperature profile (e.g., Subin
et al., 2012).

All of the quantities in Eq. (241) are functions of the surface temperature, Tj.e
that is an unknown and T;.. also depends on the ice mass balance. Equivalently to
the computation of the snow energy budget in Section 7.2, an iterative numerical
solution has been developed to solve for T;. that satisfies the energy and mass
balances.

8.2 Ice water content and depth

A linear reservoir model is used to describe the dynamics of the water content in the
ice Ipywe [mm]. The linear reservoir approach generates outflow W,; proportionally
to Ipwe and when the maximum holding capacity Ip). [mm] is exceeded. The
maximum holding capacity of the ice IpM = cf2Iy g is a function of the ice water
equivalent Iy [mm], and of a specific holding capacity coefficient ¢/ [~], which
is a model parameter, typically ¢/*? = 0.01, i.e., storage capacity in the ice pack is
expected to be 1% of the ice water equivalent.

The balance of the ice water content Ip,. is the sum of ice-melt and liquid pre-
cipitation minus the water released by the snowpack W,; [mm] that is the sum of
saturation excess of the ice pack and of a reservoir outflow:

Ipwe(t) = Ipwe(t —dt) + Iy + Prig(t)dt[1 — Capnol -
(1 - (1 - Cice,w)cwat - Z Ccrowncfol,HU) - WT"i ) (249)
i=1

where the symbols have been previously defined (Section 5 and 9.1). The release of

water from ice can occur when the water content, Ip,., exceeds IpL, and through

83



a linear reservoir outflow Iy, [mm hil] of the liquid water in the ice:

Wes = (Spwe — Splye) + Lourdt (250)
Ipwe

I 251

out Kice ) ( )

where K;.. = Iyy /1000 [h] is the reservoir constant assumed to be proportional to
the ice storage. An average percolation velocity of 1 m h™! is used as temporal scale
to transfer water vertically through the entire ice column. The ice melted water, W,;,
flows out of snowpack and can eventually infiltrate or run off in the underlying soil
or rock, which must be parameterized, since glaciers are not a prescribed land-cover
but they occur above another land-cover when Iy g > 0 and therefore Cj.. = 1.

The density of ice is assumed to be constant with depth and equal to pj.. =
916.2 [kg m~3]. Therefore, the ice depth, I, [m], is calculated from the ice water
equivalent as:

Pw

Iy = 0.001 Iyp(t) 22
Pice

(252)

9 Interception and water influx to the soil

The interception of rainfall by vegetation canopies has long been considered as
a significant hydrological process (Horton, 1919). This process modifies the water
balance at the surface, since water retained on leaves evaporates back into the atmo-
sphere in the form of latent heat (Mahfouf and Jacquemin, 1989). Interception can
be an important fraction of precipitation in temperate humid climates with frequent
drizzles (Link et al., 2004; Savenije, 2004; Gerrits et al., 2007).

Interception can be partitioned into canopy, and forest floor interception storages
(even though traditionally, the term refers only to the former type). Canopy in-
terception considers water retained by leaves and stems; forest floor interception
considers water trapped by litter and dead vegetation biomass.

Both types of interception are calculated in T&C. Additionally, since up to two
vertical layers of vegetation are considered, canopy interception is simulated for both

high-vegetation and low-vegetation.

9.1 Throughfall

Precipitation can be either intercepted by canopy or it can fall on the ground as
throughfall flux and stem flow. In order to distinguish between intercepted pre-
cipitation and free fall, a fractional vegetation cover is introduced. The fractional
vegetation cover Cy [m? obstracted area m™2 V EG areal, represents the fraction
[0—1] of the area occupied by leaves, dead-leaves and stems projected on the ground
in the vertical direction and is different from C.rown or LAI. The fractional cover of
litter Ciizter [m? litter area m™2 V EG area) is a variable [0—1], which indicates how
much area is actually covered by litter and it is different from the litter area index

Liitter = Siitter Blitter [mPlitter m~2ground]. The terms Ctor and Ciypper are com-
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puted for each Cppopn and are used for the evaluation of canopy and litter intercep-
tion. Citer is different from zero only when the biogeochemistry module is activated.
The variable Cy is a function of plant area index, PAI = LAI + SAI + LAljcqq
[m? plant area m=2 V EG area). Following Mahfouf and Jacquemin (1989), we use
the following empirical relationships:

Crop = 1—enPAD, (253)
Clitter = 1- e_H(L““W) ) (254)

with k = 0.75 [—] as suggested by Ramirez and Senarath (2000).

Once Cfyg is defined, the fraction of rain that falls through canopy gaps is P,.(1 —
Ctor) [mm h™1], and the intercepted fraction is P, Cf, [mm h™!]. According to
Figure 27, rainfall reaching vegetated surface in the high and low-vegetation layers,
respectively, are P, g, and P, [mm h™1]:

PT,HU = Ccrownpr,liq(l - dw,sno) ) (255)
Pr,Lv = [1 - Csno}[l - Cice”(l - Cfol,HU)PT,Hv + DrHv] s (256)

where the respective intercepted fluxes can be calculated by multiplying P, g, and
P, 1, by Cro, and Cyo. 1, respectively, (see Figure 27). Later in the text, the
terms P, p, and P, r, are generally indicated as P, ¢, (i.e., without specifying the
layer). The quantity Drg, [mm h~!] is the total drainage from high-vegetation layer
(Section 9.3).

JLLLL Pr= CoronnPrsg

High-Vegetation
Z (CfoI,Hv) Pr,Hv

l l l l Pr,Lv=(1' CfoI.Hv)Pr_Hv"'DI’HV

Low-Vegetation

m (CfoI,Lv)Pr,Lv

Figure 27: An illustration of rainfall interception with two vegetation layers, high and
low-vegetation, in the absence of snow. The terms P, i, and P, 1, represent precipitation
reaching the two layers. All of the other terms are defined in the text.

It must be added that since n, different Crown Areas can be simultaneously present
within a computational element, the calculation of interception is made indepen-
dently for each Crown Area.
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9.2 Canopy storage capacity

The maximum possible water interception in a leaf layer, called also canopy storage
capacity, InM™ [mm] is calculated with the approach proposed by Dickinson et al.
(1993):

M = S, W (LAI + SAT + LAIjeaq), (257)

where Sy 1, [mm m? VEG area m~?2 plant area) is the specific water retained by a
vegetated surface function of the specific vegetation type. The assumption made in
Eq. (257) is that a plant cannot retain more than In™ of liquid water. This relation
is perhaps oversimplified because other factors such as wind speed can influence
the interception (Mahfouf and Jacquemin, 1989). Nevertheless, Eq. (257) has been
widely applied in land surface and hydrological models (Noilhan and Mafhouf, 1996;
Oleson et al., 2004; Ivanov et al., 2008b). Typical values of S, 1, between 0.1-0.4
[mm] with a reference value of 0.2 [mm] have been proposed in the literature (Rutter
et al., 1975; Mahfouf and Jacquemin, 1989).

9.3 Model of interception

Canopy interception, In [mm], in each Crown Area, Cerown, and separately for
two vegetation layers is estimated using the Rutter model (Rutter et al., 1971, 1975;
Mahfouf and Jacquemin, 1989; Eltahir and Bras, 1993; Ivanov et al., 2008b). The

equation describing interception storage dynamics is:

dIn
o = P, toy — Dr — Epy, . (258)
Equation (258) is a non-linear ordinary differential equation that cannot be solved
analytically. In order to avoid the efforts of the numerical integration, a finite
difference approximation of Eq. (258) is used, where the numerical updates due
to precipitation and evaporation are considered first and successively the drainage

term is added:

Iny(t) = In(t—dt)+ P o (t)dt — Ep,(t)dt, (259)
In(t) = Ing(t)— Dr(t)dt, (260)

where dt [h] is the time step, In and In; [mm] are the intercepted water, and a
temporary value of intercepted water, respectively. The flux Ey, [mm h~!] is the
evaporation rate from wetted fraction of canopy estimated using equations (100)-
(102). When Ej, is negative, it is considered as dew on the foliage. The quantity
P, o [mm h71] is the rainfall rate falling in the vegetation. Pt is a function of
the vegetation layer, i.e., P.¢o = Pru, o Prto = P, (Section 9.1). The flux
Dr [mm h™'] is the canopy drainage, sum of the dripping from the canopy Drg
[mm h~'] and of the drainage from saturation excess Drs [mm h~!]. Dripping from
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canopy Drg is calculated as in the Rutter model:
Drqy = Kee9Un=In") (261)

where K. [mm h~!] and g. [mm™!] are the drainage rate coefficient and exponential
decay parameter, and In* [mm)] is the is the maximum interception capacity (Sec-
tion 9.2). Since the drainage rate coefficient and the exponential decay parameter
have a limited range of variability, prescribed values, i.e. K. = 0.06 [mm h~!] and
ge = 3.7 [mm~1] are used (Rutter et al., 1971; Mahfouf and Jacquemin, 1989). Note
that the intercepted water In [mm], must be always inferior to the maximum inter-
ception capacity In™. Consequently, when this value is exceeded a storage excess
drainage, Drg [mm h~!], is computed:
(Ing — In™)

Dr, = T(In>InM), (262)

with dt [h] time step.

9.4 Influx of water to soil

The influx of water gi,s [mm h™!] at the soil surface can be a sum of several
components: direct rainfall in non-vegetated areas, throughfall below two vegetation
layers, water released from snowpack, drainage of intercepted water, and dew. An
external flux, the runon g¢ypnon [Mmm h‘l] is another possible contribution to the flux
Qins- Furthermore, ¢;,s can be partitioned in the influx of water to soil in vegetated
areas Qins,veg and in bare-soil areas ginsps, With @ins = Gins,veg + Qinsps- It follows
that:

Qinsveg = [1 - Csno][l - Cice] Z [(Pr,liqccrown,i(l - Cfol,Hv,i) + DrHu,i) (1 - Cfol,Lv,i) + DTLv7i:| +
i=1
i Wr‘s Wm’
iz; Ccrowmi(%(l - Cice) + H) []— - C’I‘OCk - Cwat] +

N

i=1 =1
Qins,bs = Pr,liqcbare[l - Csno} [1 - Cice] +

- Wrs Wri
(1 - Z Ccrown,z’) (W(l - Cice) + dt )[1 - Crock - Cwat] +
i=1

N
(1- Z Cerown,i) Grunon dt[1 — Crock — Cwat) -

i=1
If there is still liquid canopy drainage Dr in the presence of snow or ice, this is con-
tributing directly to the influx of water to the soil (ginsveq) as a necessary condition
to conserve mass. Runon for a given element is estimated as the sum of surface
runoff produced in neighboring elements that contribute their flow to a considered
element following the imposed drainage pattern and is considered to be distributed

87

Ne
Z (Deri + DTLU ,i) mal'[csnm Cice] + Z Ccrown,i drunon dt[l — Chrock — Cwat] .

(263)
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in vegetated and non-vegetated areas proportionally to their sizes.

9.5 Litter interception

The litter intercepted water Ing;yer [mm] is replenished by the influx of water in
the vegetated patches, which falls in the fractional area occupied by litter at the
element scale Cliprer = (1 — Z?:Cl Ccmmelitter) and depleted by the evaporation

from litter Epiier:

InLitter (t) = InLitter (t - dt) + ClitterQins,veg (t) - ELitter (t)dt . (265)

Intercepted water on the litter has an upper limit, which is the maximum litter
interception capacity In?L, ~ [mm] and is calculated as the difference between the

maximum and minimum litter storage Lo cap,maz a0d Listo cap,min-:

Te
Infiser = Y Cerouni (Lstocapmaz — Lsto.capmin) - (266)
i=1
The maximum and minimum storage capacity of litter are related to the litter
biomass Bier (Putuhena and Cordery, 1996; Sato et al., 2004): Lo capmaz =
0.8 Byitter and Lito cap,min = 0.1Byiter. Note that the litter intercepted water, Ing;er
must be always inferior to the maximum interception capacity I ”LMz‘tter' Conse-
quently, when this value is exceeded a litter storage excess drainage, SE e [mm h™1],
is computed. Therefore in presence of litter the g;,s becomes:

Qins = SELitter + (1 - Clitter)qms,veg + Qins,bs » (267)

When the biogeochemistry module is deactivated Bpsiter = 0, Clipter = 0, and there
is not litter interception Inp;tter = 0.

9.6 Water logging and ponding

Even in absence of an explicit water surface (i.e., Ciyqt = 0), there could be a stor-
age of water at the land-surface in ponds, puddles, surface micro-depressions (Kam-
phorst et al., 2000), or simply because surface runoff is generated during an intense
storm. The presence of runon at the previous time step ¢runon(t — dt) identifies this
type of situations and modifies the evaporation fluxes. In fact, if grypon(t — dt) >0
at the ground, then priority is given to evaporation from this ponding water and
the term Eyq is computed even if Cy4 = 0. Concurrently, the evaporation fluxes
Eritters Evare, and Ey are suppressed until there is water above the surface.

The presence of ponding water also changes the roughness of the surface z,y, [m].
A new roughness length z,,, in the presence of ponding water is re-evaluated as
done for snow (Section 7.5), weighting vegetation and water roughness on the basis

of water and plant heights:

d . d
Zom = Zom,veg MAX [0, <1 — yﬂf{j’)] + Zom,wat Min [1, ?/Hecp] , (268)
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where Zom veg [M] and Zom wat [M] are the roughness of vegetation and water (Section
6.1.3), H. [m] is the vegetation height, and y4ep, is the ponding water in [m]. The

relationship z,n, = zow = 0.124y, continues to hold true.

10 Rocks and Water

In case of exposed rocks (Croer > 0) a film of water can be intercepted by rock
surfaces In,oc; [mm]. Incoming water is supplied by precipitation, water released
by the snowpack W,¢ or ice W,.; and runon, ¢,,non and depleted by the evaporation
from rocks Eoq, and leakage Ly rocr [mm h™' if the rock is fractured:

Inrock: (t) = Inrock (t - dt) + Crock[l - Csno] []- - Cice]Pr,lith +
W’rs Wri
( dt (1 - Cice) + Clt) [Crock] + qrunondt[crock] - Erockdt - Lk,rockdt .

(269)

M

The interception capacity of rocks, In; .

is a model parameter, with typical values
of I n%ck = 0.05 — 0.2 mm. When this value is exceeded, standing water is consider
to run off from rocks as SE,o [mm h™']. The leakage from rocks Ly, ok is simply
computed as the minimum between the intercepted water in rocks Ing,..x/dt and
the hydraulic conductivity of rocks K, .. a constant model parameter, which value
is basically zero for compacted rocks and can be different from zero for fractured
rocks. A free drainage condition can be also given, in that case In,.. is completely
infiltrated in the fractured rock and no water remains on the rock surface.

The rock leakage L, ocr supplies the fractured rock water storage Fyoc, [mm]. This
volume is used for distributed T&C applications to supply water in specified catch-
ment location through Q.5 and represents a conceptualization of water sources from
deep fractured rocks (Section 14). At the plot scale, Fj,q; continuously increases
because there is not a sink in Eq. (270). The volume F,q is computed also in
absence of exposed rocks (i.e., when C,,x = 0) and collects the deep leakage from
soil Ly, (Section 14) and from the bottom of water surfaces (e.g., lakes) Ly water:

Frock(t) = Frock(t - dt) + (Lk,rock + Lkb + Lk:,water - qub)dta (270)

where Ly water [mm h™1] is computed equally to Ly, rock but only when the land-cover
is a water-surface Cyqt > 0.

In case of exposed water surfaces (Cyqr > 0), for instance over a lake column, the
mass budget of this water WAT [mm)] is explicitly computed:

dt

WAT(t) = WAT(t —dt) — Eyadt + (IZt (1 — Cice) +

) [Cuwat] +

([Pr,liq + Pr,sno]dt[l - Csno,w][l - Cice,w]) [Cwat] + QTunondt[Cwat] - Lk,water .

Open water surface can freeze in the model. Once water is frozen, this is identified
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by the variable Cjc ., = 1. For lakes to freeze the condition T,qr < 0 [°C] is
necessary but not sufficient, in fact, surface freezing depends not only on the skin
surface but also on the temperature profile and wind speed conditions. To simplify
these complex processes, T&C conceptualize ice formation whenever T4 < m,
where Tyqr - [°C] is a prescribed threshold for water freezing, typically in the order
of 0/-10 [°C]. Once the water is frozen, snow can accumulate over the ice layer, in this
case Cgnow = 1. Note that such a conceptualization may be regarded appropriate
for small lakes but it can completely fail for large water bodies.

11 Rainfall induced erosion

The evaluation of rainfall induced erosion can be useful in specific model applica-
tions since the material displaced by splash erosion is one of the components that
contributes to the sediment transport. A module of T&C is dedicated to the eval-
uation of the erosion rate, E, [mm h~!] or in mass units [kg h=' m™2]. At the
element scale only erosion due to rainfall detachment is considered. Other possible
erosion mechanisms, such as sheetflow, gully, and river erosion are mostly meaning-
ful at larger scales (e.g., Francipane et al., 2012) and are not implemented yet in the
model.

Rainfall detachment is related to the kinetic energy of rainfall. A distinct effect
of leaf drainage, and direct throughfall is considered to estimate soil detachment
by raindrop impact. This permits to explicitly account for the effects of different
vegetation characteristics such as height H,. [m] and fractional vegetation cover Cy
[—]. It further meets the purpose of including the multiple feedbacks of vegetation
at the Earth surface within the model. The free throughfall P.rgr [mm h~!] and
the drainage from plant P, 1p [mm h~1] that reach the ground are:

PT,TR - [1 - Csno] Z |:[1 - Clitter,i]Pr,lichrown,i(1 - C’fol,Hv,i)(1 - Cfol,Lv,i) +
=1
Pr,liqcbare(l - Csno) ) (272)
PT,LD,HU,i = [1 - Csno][l - Clitte'r,i] |:DTHv,i(1 - Cfol,LU,i)] ; (273)
Poipr,i = [1—Colll = Critter,s) [DTLU,Z} : (274)

where P, 1p is subdivided between low and high vegetation layers. It is further as-
sumed that the water released by the snowpack and icepack, given their natural slow
dynamics do not induce erosion, even though this is probably a coarse approxima-
tion. The specific kinetic energy of rainfall reaching the ground as direct throughfall,
Kgrr [J m™2 mm™1], is assumed to be the same as that of the natural rainfall.
This term depends on rainfall intensity and raindrop size. Following Brandt (1990)
which assumes a raindrop size distribution as described by Marshall and Palmer
(1948), K TR can be evaluated as:

KE,TR = 8.95+4+8.44 logIO(PT’,TR) . (275)
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The specific kinetic energy of the leaf and stem drainage, Kg rp [J m™2 mm™1],
is estimated using the equation developed experimentally by Brandt (1990):

Kpip = 158V/H. —5.87, (276)

where H. [m] is the effective plant canopy height. Such a simple relationship is
considered valid because, for a wide range of plants, the drop-size distribution of
leaf drainage has been found invariant (Brandt, 1989). This statement is further
reinforced by recent studies where it has been observed that plant architecture does
not play an important role in soil detachment due to dripping (Foot and Morgan,
2005). This means that the variations in the energy of leaf drainage are solely a
function of the impact velocity of the raindrops, which depends on the height of
fall. The kinetic energy of leaf drainage is set to zero when the canopy height is
less than H,. < 0.14 [m] in order to avoid negative values, as suggested by Morgan
et al. (1998). The total flux of kinetic energy Kg [J m~2 h™!] of rainfall can be
calculated multiplying the specific energies obtained from Eq. (275) and (276) by
the respective intensities. These “rainfall” intensities are the direct throughfall and
the leaf drainage from low and high vegetation layers:

Nec
Kg = KE,TRPr,TR‘i‘E Kg rp,H,,iPrrD,H, it
i—1

Ne
§ Kg1p.LyiPrLD,Lyi- (277)
i=1

The same formulation of kinetic energy (Eq. 278) is used in the LISEM (DeRoo
et al., 1996) and EUROSEM (Morgan et al., 1998) models. The total erosion rate,
E, [kg h~! m™2], due to raindrop detachment in a basic computational element is:

Ne Nec
E, = KgKeo |:PT,TR + Z P 1p,H, i + Z Pr,LD,Lv,z} , (278)
i1 i1

where Ko [kg b J7! mm™1] is an erodibility factor (Section 12.5) that needs
to be multiplied again for the total rainfall intensity. The erosion rate, E,, can
be expressed in height of lost soil [mm h~!] dividing per the bulk density of soil,
pa = pss(1 = Osat) [kg m™]
at saturation, and pgs = 2650 [kg m 3] is the solid soil density (Section 12.5). Note
that the erodibility factor, Ko, is scaled with the intensity of the rainfall. Since this

: B, = E, 1000/ pg; where 044 is the soil water content

intensity is already accounted for in the estimation of Kg it would be probably better
in successive version of T&C to consider a detachability coefficient, Kge; [g J71 ],
valid for every rainfall intensity as proposed in other studies (Morgan, 2001; Gumiere
et al., 2009). Corrections due to the presence of a possible thin sheet of water on
the surface that reduces the erosive power of the drops are neglected (Torri et al.,
1987; Wicks and Bathurst, 1996; Morgan et al., 1998). The uncertainties in the
determination of a water depth correction factor are indeed quite large (Parsons
et al., 2004).
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12 Vadose zone dynamics

The profile of soil moisture 6(z), where z is the depth, directly influences energy
and mass exchanges at the land surface through processes such as ground evapo-
ration, infiltration, runoff generation, lateral subsurface flow, aquifer recharge, and
vegetation water uptake.

The influx of water, gins [mm h_l] at the soil surface is the sum of several compo-
nents as described in Section 9.4. Depending on the magnitude of g;,s, the intensity
of incoming flux and antecedent soil moisture conditions, the flux may either infil-
trate or be excluded, partially or entirely, as surface runoff (Panday and Huyakorn,
2004; Brutsaert, 2005; Kollet and Mazwell, 2006; Mazwell and Kollet, 2008).

12.1 Formulation

The 1-D Richards equation (Hillel, 1998) is solved in T&C, which assumes locally
homogeneous, uniform soil characteristics, and describes the flow of liquid water in
variably saturated soils under gravity and capillary forces in isothermal conditions.
The basic equation, using the one-dimensional approximation written for the vertical
direction, was derived by Richards (1931) by combining the Darcy’s law with the

continuity equation, as:

06 0 0Vs(0)

— = — |K,(¢ K,(0)| — S, 2

ot 55 | KO —5— + Ko(0)| — 5 (279)
where 6 [—] is the soil moisture content, K, (6) [mm h~!] is the hydraulic conduc-

tivity in the vertical direction, Wg(6) [mm)] is the soil water potential, S [h~1] is the
sink term accounting for transpiration, evaporation and lateral transfer fluxes, and
t [h] is time.

The Richards equation is a highly nonlinear partial differential equation and its
numerical solution is time consuming even in the one-dimensional formulation (Celia
et al., 1990; vanDam and Feddes, 2000; Ross, 2003; Varado et al., 2006; Miller et al.,
2006). The 1-D Richards equation is solved in T&C using a finite volume approach
with the method of lines (Lee et al., 2004), which discretizes the spatial domain and
allows reducing the partial differential equation to a system of ordinary differential
equations in time. In order to evaluate soil moisture content 6; [m? m ™3], the soil
column is subdivided in i = 1, ..., ns finite volumes, i.e., the layers (Figure 28). Each
layer 7 is characterized by the depth from the surface to a layer upper boundary, Z; ;
[mm], the layer thickness, d.; [mm], and a distance between the layer center and
the preceding layer center, D, ; [mm]. The depth Z, 41 [mm] is the maximum soil
depth simulated in the model and can be often assumed to encompass the regolith
up to the bedrock boundary. The resulting ordinary differential equations are of the
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following general form:

Ne Ne

do;

ey = Qi1 =i — E TH,j THoij | — E Ty Thosig
=1 =1

Ne
- Z Eg,j — Epare + Ql,in,i - Ql,out,i . (280)
j=1

where ¢; [mm h™1!] is the vertical outflow from a layer i, the terms in parentheses
quantify moisture sinks in vegetation patches, and n. is the number of different
crown areas in a given element. The sinks at the soil surface and in the root zone
are due to evapotranspiration process. They can be subdivided into the following
components: evaporation from bare soil Epgre [mm h_l}, evaporation from the soil
under the canopy E,; [mm h~Y], and transpiration from high- and low-vegetation
layers Ty, and T, [mm h_l}. The fluxes Fy and Ejpq,. are assumed to have access
to moisture only in the first (i = 1) soil layer.

The treatment of the fraction of the root biomass contained in a given soil layer,
r; [~] is described in Section 12.2. The lateral outflows Qou; [mm h7'], are
calculated according to the soil moisture content and the kinematic approximation
of lateral head gradient (Section 14). The incoming lateral subsurface fluxes Q;n
[mm h~!] are the sum of subsurface water fluxes originating in neighboring elements
and flowing toward the cell of interest.

In Eq. (279), the vertical outflow from a layer ¢ is:

- Ve, —Vsit1
o = Ko (14 TN (281)

where K, ; [mm h™1] is the unsaturated hydraulic conductivity arithmetically av-
eraged between the layers i and i + 1, and ¥g,; [mm] is the soil water potential of
layer 4. In heterogenous soil conditions, the value of the soil hydraulic properties, at
a given depth z;, are also a function of the layer depth.

Note that the number of computed fluxes ¢; is ns — 1 because the inflow to the first
soil layer is calculated as infiltration, Iy [mm h~!], and the vertical outflow from the
deepest soil layer is considered as leakage to the underlying bedrock, Ly, (Section
14). Consequently, in the last equation of the system described in Eq. (280), the
term gy, is replaced with Ly, [mm h~!]. There may be cases where the last layer n,
(for example when an impermeable bottom is specified) or some intermediate layer
become saturated. In these conditions the water in excess is considered to saturate
progressively the “unsaturated” zone starting from the interested layer toward the
surface. This mechanism leads to the formation of a shallow water table depth, Z,,
[mm] and of a saturated zone within the soil column (Section 12.4).

The adopted numerical method operates on a mesh that is supposed to resolve
the vertical variability of soil moisture. Since the numerical discretization permits a
variable resolution, the soil profile is resolved with a higher detail near the surface,
which allows one to account for the high-frequency variability in the atmospheric
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Figure 28: A graphical scheme illustrating a soil column representation and the principal
variables used in the computation of subsurface water dynamics. The subscript ¢ identifies
a soil layer. The term Wg; [mm)] is the soil water potential in the center of the layer, K, ;
[mm h~1] is the saturated conductivity at the center of layer, Ly, [mm h~1] is the bottom
leakage flow, 6; [—] is the soil water content, q; [mm h~!] is the vertical outflow from
layer i, Z, ; [mm] is the depth from the surface to the layer upper boundary, d, ; [mm] is
the layer thickness, and D, ; [mm] is a positive distance between the layer center and the
preceding layer center. Note that the first value of Z; is always zero, corresponding to
the surface. Typically, between 8 and 30 layers are used with a coarser mesh resolution
at greater depths for computational efficiency.
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forcing. The mesh has a coarser resolution at greater depths for computational
efficiency. Typical mesh resolutions adopted in the model permit 10-30 layers with
layer depths varying from 10 to 500 [mm)].

The solution of the system of ordinary differential equations (280) is carried out
numerically with a modified Rosenbrock formula of order 2 that can solve stiff nu-
merical problems (Shampine and Reichelt, 1997). Since all of the evaporation and
transpiration fluxes depend on soil water content, the solution of the system (280)
requires the solution of energy balance at each internal time step. In order to re-
duce the computational burden, the transpiration and evaporation fluxes of equation
(280) are determined with the soil water content calculated at the preceding time
step. Similarly, the lateral incoming fluxes @y ; represent outflows from neighbor-

ing elements at the preceding time step.

12.2 Soil water sinks

Since the soil column is resolved with layers covering multiple depths, the root
biomass profile can be explicitly represented in the numerical scheme. The fractions
of root biomass at different depths are identified as r; [—], with ¢ = 1...ns. The
terms r; can be calculated from the soil layer discretization (e.g., the depth of the
layer upper boundary Z,; [mm]) and the root profile distribution. Specifically, four
options are available in T&C to define the root profile distribution (Figure 29):
(i) an exponential root profile (Arora and Boer, 2005; Ivanov et al., 2008a) that
requires only the knowledge of the rooting depth that contains 95% of fine root
biomass, Zr g5 [mm]; (ii) a profile following a linear dose response model (Schenk
and Jackson, 2002; Collins and Bras, 2007) that requires knowledge of Zg g5 and
the rooting depth that contains 50% of fine root biomass Zg 50 [mm]; (iii) a constant
root profile, which requires knowledge of Zp g5; (iv) a linear dose response profile
with tap roots, which beyond Zg g5 and Zg 50 requires also the knowledge of the
maximum rooting depth Zg pqq [mm|. The terms r; for the exponential root profile

are computed as:

r; = e i) _ o= (Zait1) . if Zpos > Zsit1, (282)
r; = e MZsi) _ e MZR95 if Zsi < ZRros < Zsiy1, (283)
r, = 0, if ZR795 < Zs,i s (284)

where the decay rate of root biomass, n = 3/Zg g5 [mm™1], is a model parameter
for each Cirown (Section 2.2).
The terms r; for the linear dose response profile are:

1 1 .
r, = Zoin R — Zon R if ZR795 > ZS7Z'_|_1, (285)
1+ (ZR,SO ) 1+ (ZR,50)
1 1 .
Ty = Z o oo M Zsi < ZRos < Zsiva, (286)
1 + (ZR,95> 1 + (Z S,% )
R,50 R,50
ri = 0, if ZR795 < ZSJ‘, (287)



where cp = 2.94/10g(ZRr50/ZRr,95) [—]. Finally for a constant root profile the terms

r; are:
ri = %7 it Zros > Zsit1, (288)
Z —Zg;
Ty = %, if Zsi <Zpr9s < Zsiv1, (289)
r, = 0, if ZR,95 < Zs,i . (290)

In order to preserve the water mass budget the fractions of the root biomass, r;, are
corrected to obtain a sum exactly equal to 1 (i.e., it should be > !* r; = 1), rather
than 0.95 as would imply from the exponential and linear dose response root profiles
(Figure 29). The fractions r; for the linear dose response profile with tap roots can
be computed as for the linear dose response profile imposing that the remaining 5%
of roots is distributed with a constant profile between Zg g5 and Zg ynqz, rather than
correcting r; to sum to 1.

Note that the rooting depth that contains 95% of fine roots, Zrgs [mm| or Zg maa
(if the fourth option is chosen) should be always shallower than Z, 1. This is a
necessary assumption given that the soil profile below Z , 41 is not solved. The
fractions of root biomass, r;, are used as numerical representations of plant water
uptake. Since we selected to use fractions proportional to the fine root biomass, we
assume a static distribution of uptake. It has been argued that plants have the ca-
pability to compensate for water stress and uptake water from wetter layers (Guswa
et al., 2002; Teuling et al., 2006; Javauz et al., 2008). Since numerous uncertainties
still remain regarding this behavior, dynamic adaptations of root fractions are not
accounted for in T&C. However, there is a modification to the static strategy related
to the possible lack of moisture in one or more soil layers. In this case, the transpi-
ration rate is reduced, due to smaller uptake of water from drier layers; therefore, in
these conditions the partition of transpiration in the root zone does not follow the
imposed fine root distribution.

12.3 Infiltration flux and infiltration excess runoff

The infiltration term in T&C is computed by using a technique that first imposes
a “hypothetical” Dirichlet boundary condition at the soil surface, under which the
surface soil water potential is equal to zero. This is done in order to estimate the
upper limit for infiltration flux, i.e., the infiltration capacity, I]? [mm h~1]. When
the total water influx ¢;,s is less than Ifc the situation corresponds to the Neumann-
type flux boundary condition and ¢;,s enters the soil. Once ponding occurs (under
which condition g;,s is higher than IJ?), the condition corresponds to a Dirichlet-
type boundary condition, with the soil water potential assigned to be equal to the
hydrostatic head induced by the ponding at the soil surface.

Surface sealing and soil crust mechanisms can be accounted for in T&C and their

96



a) Root Cumulative Fraction o b) Root Density Distribution

1
_ 500 | -500 | .
€ 1
E i
E 1
2 Exponential N U
[a] | Linear Dose ]
-1000 - = -Constant -1000
-1500 : : : : -1500 : : :
0 0.2 0.4 0.6 0.8 1 0 1 2 3 4
Cumulative frequency [-] Frequency [-] %107

Figure 29: (a) Cumulative distribution function and (b) probability density function for
three different root profiles: exponential (red lines), linear-dose (green lines) and constant
(magenta lines). Values of Zr 95 = 900 mm Zgr 50 = 200 mum have been used.

conceptualization is described in Section 12.6. Soil sealing decreases the infiltration
rate, reduces the available water to the plants in the root zone, diminishes the nat-
ural recharge of aquifers, and increases runoff and soil erosion (Assouline, 2004).
Therefore, considering soil sealing effects can be of paramount importance in eco-
hydrological modeling, especially when arid and semiarid environments with large
portions of bare soil are investigated. Although it has also been shown that vegeta-
tion density and distance from vegetation can be important factors in determining
the soil infiltration capacity (Bhark and Small, 2003; Madsen et al., 2008; Bedford
and Small, 2008), the corresponding mechanisms are neglected, except in specific
applications (Paschalis et al., 2016).

Infiltration excess runoff, also called the Hortonian runoff is calculated as the
difference between the water influx to soil, gins, and the actual infiltration rate Iy
[mm h~Y], Ry [mm h™1).

Ry = Qins — If . (291)

The actual infiltration rate is the minimum between infiltration capacity, I]?
[mm h=Y, and gns: I+ = min (gins, IJ?) [mm h~'], where “min” is the minimum op-
erator. In case of exposed rocks (Croer > 0) the run off SE,.q [mm h~1] produced
by incoming water exceeding the maximum interception capacity is also considered

as infiltration excess runoff and its contribution is added to Ry.

12.4 Saturation excess runoff

A soil layer i of the soil column becomes saturated, once it reaches the soil sat-
uration content g4 [—]. If this occurs when inflow to the layer i is larger than
the outflow, a saturated zone within the soil column is formed with the water table
depth located at Z,; [mm], where Z,, represents the depth of the upper side of the
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shallowest saturated layer. In this case there is a surplus of water that the layer ¢ is
unable to store. As anticipated in Section 12.1, the model assumption is that the ex-
ceeding water, Wrpr [mm h~!], is transferred to the upper layer i — 1. Consequently,
the formation of a saturated zone in deeper soil layers starts to progressively saturate
the soil toward the surface. When the upward flux, Wrg [mm h~1], exfiltrates from
the surface through the top layer, this component becomes surface runoff, namely,
saturation excess runoff Rp [mm h_l]. Numerically the fluxes Wrp; are estimated
at each time step after solving equation (280), and checking progressively from the
bottom if the layer are over-saturated (Section 12.1).

12.5 Soil hydraulic properties

Soil texture and hydraulic properties are very important components of the coupled
dynamics between climate, soil, and vegetation. Suitable relationships to link soil
textural properties to hydraulic characteristics are thus required (Sazton et al., 1986;
Mayr and Jarvis, 1999; Schaap and van Genuchten, 2006) to define the hydraulic
conductivity curve relating unsaturated hydraulic conductivity K [mm h~!] with

3 mm™3] and the soil water retention curve

soil moisture content, 6 [—] or [mm
relating the soil water potential Wy [M Pal to 6 [—]|. Different parameterizations
have been proposed in literature for the hydraulic conductivity function K (6) and
soil water retention curve W, = f(0) (e.g., Brooks and Corey, 1964; Campbell, 1974;
Clapp and Hornberger, 1978; van Genuchten, 1980; Assouline and Or, 2013).

T&C is flexible and can use either the van Genuchten (1980) or the Saxton and
Rawls (2006) parameterizations of soil-water-relationships. The parameters required
in the calculation of the characteristics soil hydraulic curves are the saturated wa-
ter content 0y4; [—|, the residual or hygroscopic moisture content 6,., the saturated
hydraulic conductivity K. [mm h~!], and parameters characterizing the intercept
and shape of the soil water retention curve as the air-entry bubbling pressure W,
[M Pa] and the pore-size distribution index A\, [—]|. Additionally, the moisture con-
tent at field capacity 0y, i.e., the water content at which the gravitational drainage
becomes negligible can be also required by specific modules (e.g., Section 21.5).

The value of the parameters 0, and 6. can be obtained from the soil water re-
tention curve imposing a water potential equal to -10 [M Pa] for the residual water
content, ie., §, = (¥ = —10 [MPa]), and an unsaturated conductivity of 0.2
[mm h~1] for the field capacity, i.e., 8. = 0(K = 0.2 [mm h™']) (Laio et al., 2001).
Generally, the characterization of these parameters is uncertain, and other threshold
values can be chosen. The other parameters must be evaluated using pedotransfer
functions that provides soil hydraulic parameters as a function of textural compo-
sition of the soil. Typically, the fractions of sand, Fy,, [—], and clay Fy, [—], and
the percentage of organic material, P, [—], are required to compute the soil hy-
draulic parameters. In T&C the pedotransfer functions published by Sazton and
Rawls (2006) as an update of the Saxton et al. (1986) database are internally im-
plemented and can be used to compute soil hydraulic parameters. Alternatively, if
the van Genuchten (1980) parameterization is used, soil hydraulic parameters have
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to be provided as inputs. The soil column can have a variable texture composition
with depth and therefore variable hydraulic properties. For instance, an exponential
decline with depth of the unsaturated hydraulic conductivity, can be assumed in
the model (Beven, 1982; Sivapalan et al., 1987; Wigmosta et al., 1994). The im-
plemented pedotransfer equations are described in page 1571 of Saxton and Rawls
(2006).

Hydraulic conductivity, K, can be different in the horizontal and vertical direction
because of heterogeneities in the soil, such a difference is accounted for with an
anisotropy factor a, [—] (Garrote and Bras, 1995; Assouline and Or, 2006), defined
as the ratio between the hydraulic conductivity in the directions parallel to the slope
K} and the hydraulic conductivity normal to the slope K,:
Ky,

e (292)

ap =
Typically a, > 1 (Assouline and Or, 2006). Sometime, the value of K} can be
parameterized to be one order of magnitude larger then K,, and it represents a
simple way to include preferential lateral flows in hydrological models. Anytime the
subscript h or v is omitted in the text, K refers to the hydraulic conductivity normal
to the slope.

Another useful definition is the effective saturation S, [—]. The effective saturation
of a soil layer ¢, Se [—] is defined as:
0; — 6,
e = ————. 2
9 gsat - ‘97‘ ( 93)

12.6 Soil sealing and crust

The formation of a seal at the soil surface can result from different causes, such
as rainfall, fire, biological activity. In T&C we account only for rainfall-induced
surface sealing as described in Assouline (2004). Structural seals are formed at
the soil surface by destruction of soil aggregates exposed to direct impact of rain
drops. Under the impact of raindrops, weaker soil aggregates break down, soil un-
dergoes a compaction and its pores are filled and clogged by wash-in of fine material.
Consequently, soil develops a surface seal that alters the surface hydraulic properties
(Assouline, 2004). Subsequently, seals after drying become crusts. In arid and semi-
arid environments with large fractions of soil directly exposed to raindrop impacts,
soil sealing plays an important role decreasing the infiltration capacity (Morin et al.,
1989; Robinson and Phillips, 2001; Assouline and Mualem, 2001; Assouline, 2004;
Assouline and Mualem, 2006). For this reason, surface sealing effects are accounted
for.

A conceptual model used to describe the surface seal layer follows Mualem and
Assouline (1989). They suggested that seal is a nonuniform layer at the soil surface.
It results from the rearrangement and compaction of soil particles in the disturbed
upper zone due to raindrop impact and from fine soil particles percolating to larger
3

]

depth during infiltration. Consequently, the seal bulk density p., [kg m™°] is highest
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at the surface and decreases exponentially with depth z [mm] converging to the

density of the undisturbed soil, i.e., pg = pp(1 — Osat) [kg m ™3], where 044 is the soil

water content at saturation, and p, [kg m ™3] is the density of solid soil:

Per(2) = pa + Apexp(—verz) (294)

where Ap [kg m~3] is the maximum change of bulk density at the soil surface (z = 0),
and 7. [mm™!] is a characteristic parameter of soil-rainfall interaction. The seal
thickness d., [mm] is identified as the depth at which the changes in hydraulic
properties are insignificant, namely, where Ap(z) < 0.001Ap. It follows that . =
—1n(0.001)/der. While the model of Mualem and Assouline (1989) is theoretical,
it has been recently tested to be valid against accurate measurements (Assouline,
2004).

The main purpose of including seal modeling in T&C is the possibility to simulate
infiltration into a seal-topped profile. In order to simulate infiltration for a sealed
soil, the seal hydraulic properties must be calculated. The calculation of hydraulic
properties is carried out using the undisturbed soil properties and the modified seal
bulk density, p.-. The seal density in turn depends on the depth z according to Eq.
(294). The undisturbed soil parameters are the saturation moisture content, 054 [—],
the residual moisture content, 6, [—], the pore-size distribution index, A, [—], the air
entry bubbling pressure, ¥, [mm], and the vertical saturated hydraulic conductivity,
Ksatv [mm h™1] (Section 12.5, Figure 30). The correspondent parameters modified
by the seal effect are indicated with the subscript c¢r and are calculated according

to Mualem and Assouline (1989):

Osater(Per) = Osat — [pcr(zd) - Pd] /pss (295)
Orcr(per) = Or[1+ (per(2a) — pa)/pal (296)
Veor(por) = Ce[l+ (por(za) — pa)/pa)* " (297)
Xoer(Per) = Ao —Clper(za) — pd] , (298)

. B Buater — Ongor |1 W 1 [howr (14 A0)]”

satvier(Per) = Ksatv[ . T.. Mol + hoo) | (299)

where C [m?® kg™1] is a fitting parameter. A value C = 2.5107% [m? kg™!] is used,
when no specific information for its calibration is available (Assouline and Mualem,
1997).

In order to calculate the hydraulic properties in a nonuniform seal, the seal must
be characterized by maximum change of the bulk density at the soil surface Ap
[kg m™3] and the seal thickness d.. [mm]. These two variables are the result of
soil and rainfall interaction. They evolve in time according to the seal development.
The conceptual model of Mualem et al. (1990) of seal formation is implemented in
T&C. The model is based on Eq. (294) and accounts dynamically for the transfer
of kinetic energy from the rainfall to the soil. The maximum increase in the soil

bulk density at the soil surface Ap and the seal thickness d.. are considered to be
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function of the rainfall cumulative kinetic energy Ex [J mm 2. The cumulative
kinetic energy can be estimated from the total flux of direct throughfall and leaf
drainage kinetic energy Kpg [J m~2 h~!], calculated in Section 11. The variable,
FEx, is simply the time integral of Kg.

AP(EK) = Ap* [1 - exp(_ncrEK)] ) (300)
dcr(EK) = dzr [1 - exp(_CCTEK)] ) (301)

where Ap* [kg m~3] and d%, [mm] are the maximal values of Ap, and d,, reached
after a long exposure to rainfall. The parameters 7., and (.. depend on soil-rainfall

*

r> Ner, and (e, must be esti-

characteristics. Theoretically, the values of Ap*, d
mated from observations of seal formation (Assouline, 2004). Here, literature values
of Ap* = 400 [kg m~3], df, = 10 [mm] ne = 7000 [mm? J~Y, and (., = 3500
[mm? J~1] are assumed as representative for every soil and rainfall type (Mualem
et al., 1990). A more accurate model of seal formation has been also proposed
(Assouline and Mualem, 1997). It includes a characterization of raindrop size distri-
bution and soil mechanical properties. Nevertheless, given the scarcity of laboratory
experiments to estimate the required parameters, the Mualem et al. (1990) model is

preferred.

60 T T :
= Silty Clay
50 - m= Sandy Loam | |

40 r

[mm h]

30r

sat,cr

x 201

10

\

0 5 10 15 20
Cumulative Rainfall [mm]

0

Figure 80: Values of saturated hydraulic conductivity, Ksut v,cr [m h_l], of a sealed soil
for a sandy-loam and a silty-clay subject to a 20 [mm h~!] rainfall lasting one hour in a
bare-soil. The effects of cumulative rainfall is shown at a depth z4; = 0.25, which is used
in the model to compute the seal properties.

Models and applications of seal formation and related changes of soil hydraulic
properties have been developed and used at the event scale (Mualem et al., 1990;
Mualem and Assouline, 1989; Assouline and Mualem, 1997, 2001, 2006). Their
extension to longer time scales is obtained by re-starting the accumulation of cumu-
lative kinetic energy, Ex [J mm~2] for each event, i.e., when a seal formation event
is considered to be concluded, Ex = 0. The latter is assumed when the kinetic

energy flux has been zero for more than one hour. Otherwise, EFx evolves in time as
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the time integration of fluxes of kinetic energy. The proposed simplification neglects
long-lasting effects of the seal layer, i.e., the formation of an enduring soil crust when
the surface dries, or the maintenance of a seal between two consecutive precipitation
events (Sela et al., 2015). Little information, if any, exists on the surface seal break-
ing and reversal to the initial undisturbed conditions or conversely on its persistence
with time. The study of such effects could be important both for infiltration and
soil evaporation dynamics. Nonetheless, given the large uncertainties in measuring
and understanding this phenomenon, no attempt is made to model the long-term
seal/crust evolution in T&C.

The effect of soil sealing is confined to a thin superficial layer (Assouline, 2004;
Fatichi, 2010). Because of that, surface seal is considered to modify only infiltration
flux and keep the subsurface soil-water dynamics unchanged (Section 12.1). After
the formation of a seal layer, soil hydraulic properties, required in the calculation of
infiltration, are obtained as the average of the properties at the seal surface z = 0.25
mm and those of the undisturbed first soil layer, except for K4, which is assumed
to correspond to the seal surface (Figure 30). This is a further simplification of the
method, however the implementation of a non-uniform seal would require a very fine
spatial discretization of the soil column at the surface, which is infeasible for long-
term simulations. Furthermore, Assouline and Mualem (2001) show that assuming
a uniform seal layer does not affect significantly the estimated infiltration curve,
when the dynamic phase of seal formation is simulated.

13 Plant water relations

13.1 Root zone soil moisture, water potential and temperature

The average soil moisture content f [—] available to a given plant root is computed
using the fractions of root biomass r; described in Section 12.2 as p = Z?;l r;0;
where ng is the number of soil layers. The average value of water content available
to roots Op is then used to compute the soil water potential felt by the roots W¥,p
[M Pal, using the soil water retention curve ¥4 = f(#). The term W g correspond
to the water potential in the soil, while T&C uses the leaf water potential ¥p,
[M Pa] to compute various water-stress variables, generally indicated as 8 [—] factors
(Section 6.6.4, 17.3.7, 17.4.1, and 20.1.1). The evaluation of leaf water potential ¥,
starting from Wyr requires the solution of water movement within the plant from
the absorbing roots up to the leaves, including the evaluation of the xylem water
potential Ux [M Pa]. Plant hydraulics are currently not simulated by T&C, which
therefore assumes an equivalence between Wy = ¥y = ¥y

In analogy with the average soil moisture content in the root zone, the average soil
temperature in the root zone is computed as Tr = > *; 7 Ts0i1,i, where Tsoi; is the
temperature of the soil layer 4.
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13.2 Plant hydraulics

A plant-hydraulic component is not implemented in T&C yet.

13.3 Plant water uptake and soil-to-root conductance

Since plant-hydraulics are not resolved in this version of T&C, the water flux from
soil to xylem Jg, [mm h~1] and from xylem to leaf .J,; [mm h~!] are just assumed to
be the same of the transpiration fluxes Ty and 77, computed in Section 5.4.1 for each
vegetation unit and for high and low vegetation layers. Therefore the magnitude of
the plant-water uptake Js; is dictated by the transpiration demand as far as there is
enough water in a given soil layer or the water uptake is not limited by the hydraulic
resistance between the soil and the root (see below). The Jg, ; = r;J, is distributed
in the different soil layers following the fractions of root biomass r; described in
Section 12.2.

The soil-to-root conductance gg- [mmol Ha0 s~1 M Pa~'m™=2 ground) represents
the resistance to water movement from the bulk soil to the fine-root interior (Sperry
et al., 1998; Holttd et al., 2009) and theoretically depends on the micro-gradient of
soil water potential on the rhizosphere around fine roots as well as on the radial
root hydraulic conductivity (Doussan et al., 1998; Steudle and Peterson, 1998). An
approximated method (Newman, 1969; Deckmym et al., 2008) is used in T&C to
compute g, ; for each soil layer and for each vegetation unit using the value of root
length density Ry, for unit of vegetation (Eq. 403) and the fraction of root biomass
in each layer r;. The root length density for unit of ground in a given soil layer is
Rr; = riCerownR1, [mroot; m~2 ground] and is combined with the average radius of
fine roots, assumed to be 7,00t = 0.5 mm, the average radius of the cylinder of soil
to which root has access to, assumed to be r.,; = 2.0 mm, and the soil hydraulic
conductivity in the layer i, K,(6;) [m s~!], function of the water content 6; (Section
12.5):

gsri = kKy(0;) Ry 2m log |:’rcyl } , (302)
T'root

where x = 5.66 107 is a unit conversion factor to pass to [mmol H30 s~ M Pa~!

m~2 ground]. The total soil-to-root conductance can be computed in analogy to

parallel conductances as gs, = >, gsri- The soil-to-root conductances g, ; are used

to compute the maximum root-uptake capacity RWUpqzi [mm h~'] in each soil

layer as:

RWUma:c,i = ’%gsr,i

\I’s - \Ilmzn’ 5 (303)

where & = 0.0648 is a unit conversion factor to obtain [mmh~!], ¥y [M Pa) is the
soil water potential of layer i and W3, = min[Wx 50, U1, 50], is the minimum water
potential allowed in the xylem or leaf before having a 50% reduction of hydraulic
conductivity and represents a lower limit to the gradient of water potential that can
be imposed between the soil and the plant to extract water. From Eq. (303) it
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follows that low values of gs,; can prevent water uptake from one or more soil layers
when they approach dry conditions. The plant water uptake in each layer is then
the minimum between Jg;; and RW U4z,

14 Subsurface water flow

Y

Water transferred sideways from the soil column in a given element, Q; oyt [mm hil]
represents lateral subsurface flow. It is assumed in T&C that the slope of the hy-
draulic head is parallel to the soil surface (kinematic wave approximation), an as-
sumption that is commonly made in several topographic subsurface routing methods
(Beven and Kirkby, 1979; Sivapalan et al., 1987; Beven and Freer, 2001; Ciarapica
and Todini, 2002). The assumption validity is violated in shallow terrains (e.g.,
floodplain), especially when a portion or the entire soil column becomes saturated.
A hydraulic head gradient formulation would be preferable ( Wigmosta and Letten-
maier, 1999; Panday and Huyakorn, 2004; Kollet and Mazwell, 2008) and is regarded
as a potential future improvement of the model.

The subsurface kinematic wave is solved in a discretized space domain (a lattice
of square cells) for each soil layer. The lateral flow from a layer i, Q oy, moves
along a pre-defined drainage flow direction(s) into the neighboring element(s):

Ty; sin By

Ql,out,i = T (304)
ar

where 7 [rad] is the maximum surface slope of an element, ar [mm] is the element
area per unit contour length that drains through the location (Quinn et al., 1995;
Sivapalan et al., 1987), and T.; [mm? h™1] is the total transmissivity of the layer i,
which is obtained multiplying the hydraulic conductivity of a given layer K (0;, z;)
in direction parallel to the slope, with the layer thickness dz; [mm]. The total lateral
subsurface flow from an element, Q; oy, [mm h~1, is calculated by integrating Eq.
(304) over ng layers. When dealing with a cell containing a channel element, the sub-
surface flow, Q) out, is added to channel flow of that grid cell. In this unidirectional
operation, the effect of seepage flow is mimicked.

An artificial time lag is used in the subsurface routing, since the routing is made at
the end of each time step: for a given cell the inflow is the outflow of the preceding
time step. This artificial time lag allows the model to be easily parallelized and run
on multiple processors. Incoming lateral flow is then applied as a source term in the
1-D Richards equation in each vertical layer (Section 12.1), while outgoing lateral
flow is computed as in Eq. (304).

Soil-bedrock leakage flow has been regarded as an important process of the sub-
surface dynamics ( Weiler and McDonnell, 2004; Tromp-van Meerveld and Weiler,
2008). According to Figure 28, the last layer of the soil column is drained through
the bottom resulting in leakage flow Ly, [mm h~!]. This term represents the per-
colation flux from the soil column (i.e., the regolith) to the bedrock. This flux is
considered to be equal to the conductivity of bedrock, Ly, = Kpor [mm h~1], when
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the last ns-th layer of soil is saturated. No unsaturated flow to the bedrock is as-
sumed. Another possible condition Kj,; = 0 implies an impermeable bedrock, which
precludes recharge to deeper aquifers. A free-gravitational drainage condition can
also be assumed in T&C, as another type of the bottom boundary condition.

Note that non-zero vertical subsurface flow Lj, provides a recharge to a deep
aquifers, schematized as a volume of water in fractured rocks (see Section 10). The
fractured rock water storage Fyoc, [mm] represents a reservoir with a relatively long
residence time and can be conceptualized as a lumped component at the watershed or
sub-watershed scales. This deep aquifer can return a baseflow flux, Qg [mm h™1],
that can be distributed throughout the stream network or added at specific locations,
which represents the water sources from deep rock aquifers in a given watershed. A
linear reservoir scheme is assumed in T&C, where the baseflow Qsup = kresFrock, 1S
a function of the reservoir volume and of a parameter ks [h™1].

In order to maintain continuity of the water lateral exchanges, the soil depth
and the vertical discretization in soil layers should be equal in all the cells of the
domain. This allows every flux @ o4t to have a downstream soil layer or a channel
as outlet. This strong limitation can be partially by-passed assigning for each cell
nearly impermeable soil properties to all soil layers below the depth that is expected

to contribute marginally to subsurface water dynamics.

15 Surface water flow

The numerical scheme adopted for representing surface flow in T&C is a function
of topographic representation of the domain (Section 3). The runoff depth, Ry
[mm], in a given computational element is the sum of infiltration excess runoff Ry
[mm h~!] and saturation excess runoff Rp [mm h~']. The flow depth of locally
produced runoff y [mm] is then approximated with the assumption of a sheet flow,
i.e., for overland flow, y = Ry,:. Channel is conceptualized as a sub-grid element with
the rectangular cross-section of width w,y, [m]. The width w,y, is parameterized as a
function of the upstream contributing area according to regional geomorphological
relationships (Orlandini, 2002; Camporese et al., 2010) and it is independent of the
discharge. A cell containing a channel area can have both overland and channel flow
components. Channels are assumed to both receive subsurface flow (Section 14) and
overland flow. The water depth in the channel is y., = Rep dx/wep, where dx [m]
is the grid cell size and R.j, [mm] is the runoff in the channel, expressed per unit of
cell area.

Surface and channel flows are successively routed using the kinematic wave ap-
proach, i.e., assuming the momentum equation Sy = sin 7, where Sy [—] is the
the energy gradient and [p [rad] is the slope of the element (Chow, 1988; Bras,
1990; Chanson, 2004; Brutsaert, 2005). The water surface is therefore assumed
to be parallel to the cell bed at a given location. Further, assuming locally uni-
form flow and the Manning equation as the flow depth-discharge relationship, it is
possible to calculate the overland and channel flow velocities U and Uy, [m s~ !
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and, consequently, the respective time tr and t., [s] needed to move water from a
computational element to downstream element(s) (Kollet and Mazwell, 2006):

U = s (305)
where Ry, = yen [m] is the hydraulic radius approximated with the flow depth,
and ngp, [s m~'/3] is the channel Manning’s coefficient that characterizes river bed
roughness. Consequently, the routing time is to, = dzne, y~2/3 sin BTfl/ 2. Equiv-
alent equations can be written for overland flow routing. The distance between the
centers of two cells is always assumed to be equal to the cell size dx. The runoff
depths Ry (or Riot) [mm] present at any time in a given element are thus routed
according to the time t., (or tg), following the flow directions calculated from the
topography (Sections 3).

At the end of a given time step, a fraction of the produced runoff Ry, may remain
in a hillslope element and is indicated as runon gynon [Mmm h_l]. At the successive
time step this runoff fraction can be re-infiltrated (Section 12). Finally, the rate
at which overland and channel flows leave the domain or pass trough a specific
location is the sum of overland flow and channel discharge, Q = Ryo/dt [mm h™1]
and Qcp = R—Ch> /dt [mm h~1], where @ and ]?m [mm] represent the routed fractions
of Ript and Rep. In order to respect the Courant condition (Chanson, 2004; Martin
and Gorelick, 2005), a fine time step must be used to route the water flow across
the domain. The present version of T&C adopts an adaptive time step for channel
and overland flow (Sulis et al., 2010). The model starts from a reference value of 2s
and increases or decreases the time-step to respect the Courant condition at each
iteration based on the previous field of flow velocity in channels and hillslopes. It
must be noted that this only improves the correctness of the flow routing, since
runoff generation and runon re-infiltration are still computed at the hourly time
scale from Section 12.

16 Gravitational snow redistribution

Avalanches can be an important process for re-distributing snow in steep terrains
and they can considerably affect hydrology at high-elevations ( Gruber, 2007; Bern-
hardt and Schulz, 2010). Gravitational snow redistribution is simulated assigning

to each cell a maximum terrain snow storage capacity S/

dep [M], which is a function

of the slope of the surface Sgno [degree] that sum the terrain and the snow depth
(Bernhardt and Schulz, 2010):

Scjl\gp = Oexp(_asnossno) > (306)

where C' = 99.05 [m] and agno = 0.1012 [degree™!] are parameters introduced by
Bernhardt and Schulz (2010) in their Fig. 2b and the minimum S%p is assumed to
be 0.05 m (Figure 31). The slope Ssn, is computed adding the actual snow depth
Sdep [m] to the reference elevation of the DEM, the same surface is used to compute
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flow directions for routing the snow flux.
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Figure 31: The maximum terrain snow storage capacity Sggp [em], as a function of the
slope of the surface Ss,, [degree] as inferred from Bernhardt and Schulz (2010).

An avalanche can be triggered by a snowfall, variable melting rates or a preced-
ing avalanche that increase the local snow depth above the maximum terrain snow
storage capacity, i.e., Sgep > Sé\gp. A fraction of snow in excess of the local storage
capacity fonr = (Sdep—S é\gp) /Sdep is computed, and used to route the corresponding
snow water equivalent fs,, Sywp. Generally, the avalanche triggering is expected to
increase the snow density, when compared to the original snowpack. The density of
the re-deposited material is assumed to be paya = Maz[psno, 400] [kg m—3], where
the reference value of 400 kg m ™2 is derived from observations of avalanche deposit
density (Sowvilla et al., 2006).

The avalanche is finally routed following the flow direction and the redistributed
snow is assumed to mix perfectly with the original snow cover to produce an overall
snow density that is the weighted average between the density of the present snow
and the avalanche deposit. Based on this snow density value, we updated the snow
depth on the entire domain and we recompute Ssy,,. For each time step, the routing
process is repeated until there is some cell in the domain where Sy, > Sé\gp, which
means that an avalanche can travel a long distance within a single time step, and
that at the end of the time step snow is stable in the entire domain. Note that the
implemented method assumes an instantaneous redistribution of snow, for instance
immediately following a snowfall, and has nothing to do with the real temporal
occurrence of avalanches, which is a much more complex process to describe related
to snow metamorphisms (Sovilla et al., 2006). Nonetheless, this simple method is
expected, on average, to provide a realistic gravitational snow redistribution and to
significantly improve the prediction of spatially distributed snow patterns in steep
terrain. For instance, avoiding unrealistic deep snow cover in steep high-elevation

slopes.
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17 Plant carbon dynamics

Carbon dynamics are represented by seven carbon pools for each vegetation type.
The budget of the carbon pools is the difference between the carbon gained as a
result of photosynthesis and its consumption through maintenance and growth res-
piration, tissue turnover, and reproduction. The represented carbon pools are: green
aboveground biomass (leaves) Cieqf [¢C m™2 VEG], living sapwood (woody plants
only) Csapw [gC m~2V EG], fine roots Croot [ C m~2 V EG], carbohydrate reserves
Chyar [9C m™2V EG], flower and fruits, Cp, [¢C m™2V EG], heartwood (woody
plants only) Cheaw [ C m~2 V EG], and standing dead leaves Cige, [9C m ™2V EG].
The carbohydrate reserve pool roughly corresponds to what it is often indicated as
non-structural carbohydrates (NSC), i.e., glucose, fructose, sucrose and starch, but
it is also meant to include lipids and sugar alcohols (Hoch et al., 2003; Gough et al.,
2009). The flower and fruit carbon pool C/;y, takes into account the reproduction
cost of the plant. The Cheqw pool accounts for the turnover of living sapwood and
its conversion into structural wood in the trunk and coarse roots. Even though in
the following is indicated as heartwood carbon pool for brevity, it also includes dead
sapwood and it exists also for those species than never form a properly defined heart-
wood. The partition between aboveground and belowground Cpeq,, is controlled by
a model parameter f,;, which corresponds to the fraction of structural wood and
reserves that are physically located aboveground. Note that the terms Cieqf, Csapuw,
Croots Chydry Ctifrs Cheaw Cldea refers only to the area occupied by a given vege-
tation type and not to the total ground area, i.e., they are for units of vegetation
VEG corresponding to the Crown area extent (H, or L,) in a basic computational
element.

Vegetation structure evolves dynamically, since the carbon in the different pools
varies responding to environmental conditions, stress, and phenological state. These
dynamics directly influence vegetation attributes, such as leaf and stem areas, canopy
height, root profile, and leaf dimension. Although all of the described attributes
of vegetation are time-varying, only LAI, grass height, and root length index are
dynamically updated in this version of T&C, which does not consider forest de-
mography (Section 18). An exception is represented by plantations for which other
structural attributes can be dynamically updated.

In order to describe the dynamics of other vegetation attributes an explicit repre-
sentation of forest demography would be necessary. This would require the use of
allometric relations to link the size of carbon pools to plant dimensional attributes
(Section 18) such as tree density, height, diameter at breast height, and crown area
(Coz, 2001; Niklas and Enquist, 2001; Sitch et al., 2003; Levis et al., 2004; Deckmyn
et al., 2006; Sato et al., 2007; Cheng and Niklas, 2007; Enquist et al., 2007). Such a
capability will be included in future versions of T&C based on ongoing research and
novel solutions in forest growth modeling (Kirschbaum, 199; Lischke et al., 2006;
Strigul et al., 2008; West et al., 2009; Enquist et al., 2009; Weng et al., 2015). Given
this limitation, typical T&C applications are expected to cover mature vegetation,
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where forest structural changes can be considered minor, allowing the approximation
of static structural vegetation parameters during the simulation period.

Each vegetation considered in T&C belongs to a broad category of vegetation
types. Specifically, T&C distinguishes between four vegetation categories identified
with the symbol Z: normal evergreen plants (2 = 0), seasonally deciduous plants
(2 =1), grass species (£ = 2) and evergreen tropical plants (£ = 3). This separa-
tion is necessary because different vegetation categories have substantially different
phenology and carbon allocation and translocation dynamics and must use different
model structures and not only model parameters.

17.1 Net Primary Production and plant respiration

The net primary production NPP [¢gC m™2V EG day™1], is defined as the gross
plant photosynthesis, or gross primary production GPP [¢C m™2V EG day~!], less
autotrophic respiration R4 [¢g C m™2VEG day~'] (Ruimy et al., 1996; Knorr, 2000;
Arora, 2002; Sitch et al., 2003; Levis et al., 2004; Krinner et al., 2005):

NPP = GPP — Ry, (307)
GPP = k(Anc+ Rac), (308)

where £ = 1.0368 [g C s pmol COy ! day~'] is used to convert the unit of canopy-
scale net assimilation rate A,c [umol COy s~' m™2] and leaf maintenance respi-
ration Rqc [umol COy s™' m™2], from the photosynthesis module (Section 6.6).
Vegetation autotrophic respiration R4 [gC m 2 VEG day~!] is estimated as the

sum of maintenance respiration R,,, growth respiration R4, and idling respiration

R; rates:
Ry = Ru+Ry+R;, (309)
Ry, = Rur+ Rns + Rng + Bop ) (310)
R, = max|[0,wgw(GPP — Ry)], (311)
where wg,y [—] is the growth respiration fraction. The maintenance respiration Ry,

is typically subdivided into different fractions corresponding to living plant compart-
ments (Thornley, 1970; McCree, 1970; Ryan, 1991; LeRoux et al., 2001). The terms
R.s, Rmr, and Ry, [gC m™2VEG day~!] are the maintenance respiration rates
for living sapwood, fine roots, and carbohydrate reserves respectively, Ry, r = kRac
[gC m~2VEG day™'] is the rate of foliage maintenance respiration and is computed
at the hourly scale in the photosynthesis module (Section 6.6).

17.1.1 Growth respiration

In order to grow, plants require carbohydrates both for their plant-body construc-
tion and biosynthesis (Sato et al., 2007). Usually, the amount of growth respiration
costs can be estimated by combining data on biochemical composition of organs with
the knowledge on biochemical costs of synthesis of all the major compounds, includ-
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ing cellulose, hemicellulose, lignin, protein, lipids, and organic acids (Poorter, 1994;
Poorter and Villar, 1997; Lambers et al., 1998). Since an exact physiological estima-
tion of growth respiration cost is challenging, vegetation models approximate this
cost as a constant fraction wgy, of the carbon potentially allocated to growth, i.e.,
the gross primary production less maintenance respiration (Ryan, 1991; Sitch et al.,
2003; Lewvis et al., 2004; Ivanov et al., 2008b). The values assumed by the growth
respiration fraction wg;.,, [—] are usually quite constrained (0.15—0.30) (Ryan, 1991;
LeRouzx et al., 2001; Sitch et al., 2003; Krinner et al., 2005; Ivanov et al., 2008b).
Very often, a value of wgr, = 0.25 is assumed (Ryan, 1991; Cox, 2001; Bonan et al.,
2003; Sitch et al., 2003), which corresponds to an average cost for tissue construction
(Poorter, 1994).

17.1.2 Idling respiration

When the soil biogeochemstry component is activated, an additional respiration
flux R;, the idling respiration, can be added to the total respiration cost and repre-
sents the carbon that cannot be allocated to grow plant tissues because of insufficient
nutrient availability, i.e., when the nutrient reserve pools are not able to satisfy min-
imal stoichiometric ratios. Therefore, the term R; is different from zero only in cases
of severe nutrient limitations. This fluxes is computed as the difference between the
theoretical NPP in absence of nutrient limitations and NPP after nutrient limita-
tions have been accounted for (see Section 17.3.5). Mechanistically this respiration
cost can be triggered by futile cycles and alternative pathways that leads to the
waste of the excess carbon that cannot be used (Cannell and Thornley, 2000).

17.1.3 Maintenance respiration

The maintenance respiration is defined as that required for maintenance and
turnover of existing biomass (Amthor, 1984, 2000; Cannell and Thornley, 2000; LeR-
ouzx et al., 2001). The maintenance respiration R,, for living plant compartments is
calculated as a function of temperature and biomass, once the nitrogen/carbon ratio
of each tissue is known (Ruimy et al., 1996; Sitch et al., 2003; Krinner et al., 2005).
For a wide variety of plant organs, the maintenance respiration rate is assumed to
be linearly related to the nitrogen content of a living tissue (Ryan, 1991; Ruimy
et al., 1996), even though more recent evidence suggests an exponential dependence
between nitrogen content and respiration rates (Reich et al., 1998b, 2006). Fur-
thermore, the maintenance respiration coefficient increases with temperature (air
temperature is used for aboveground plant tissues; root-zone temperature is used
for belowground biomass) (Sitch et al., 2003; Krinner et al., 2005). Maintenance
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respiration for the different carbon pools is calculated as:

RmS = |:fab Cf?\?w (T ) ( fab) CS;L\I;M (Troot):| ) (312)
Croo

RmR = Tm CNt g(Troot) ) (313)

RmH = |:fab Chydr (T ) ( fab) Chydr (TTOOt):| ) (314)

where Tyt [°C] is the daily averaged temperature in the root zone from Section
13.1, T, [°C] is the daily averaged air temperature at the reference height zum,
(Section 5). The parameter r,,, [gC g N~! day~'] is the respiration rate coefficient
(uses a 10°C base) that is species specific. The value of r,, typically accounts for
observational evidences that plants from warmer environments have lower respiration
rates than plants from cooler environments (Ryan, 1991; Reich et al., 1998b; Sitch
et al., 2003); r,, typically ranges between 0.020 and 0.070 [¢ C g N~! day~'] (Sitch
et al., 2003; Bonan et al., 2003). The terms C'N,, and CN, [gC g N~!] are the
living sapwood and fine root carbon-nitrogen C:N mass ratios, where carbohydrate
reserves are assumed to have the same C:N ratio of living sapwood. The temperature
dependence g(T") [—] is expressed with a modified Arrhenius equation, with 7" in [°C]:

g(T) = 30856(5602 m), (315)

The use of the modified Arrhenius equation instead of a fixed Q109 (Nouvellon et al.,
2000; Arora, 2002; Deckmym et al., 2008) is preferred because of the evidence for
a constant decline in the apparent Q19 of autotrophic respiration with temperature
(Sitch et al., 2003).

Note that when T&C solves the ground heat flux with the “force-restore method”,
i.e., without explicitly resolving the soil thermal profile (Section 5.5), the tempera-
ture at the dampening depth Ty, is used as a proxy of the rooting depth temperature.

Foliage respiration R,,r is estimated as the daily sum of maintenance respira-
tion, Ryc, that is estimated at the hourly scale in the photosynthesis and stomatal
resistance module (Section 6.6). The carbon-nitrogen C:N mass ratios for living
sapwood and fine roots C' Ny, C'N,, can be explicitly assigned for a given species or
they can be estimated from a fixed ratio between these quantities and the reference
foliage carbon-nitrogen C:N mass ratio CN; [¢ C' g N~1], as proposed by Friend et al.
(1997):

CN, = CN;/0.145, (316)
CN, = CN;/0.860. (317)

Values of C:N mass ratio for leaves and grasses, C'N;, can be found in literature
for different species (White et al., 2000; Wright et al., 2004). Typical values are
CN;=20-50 [gC gN~1.

As can be observed from Eq.(307), the net primary production is positive when
carbon uptake from photosynthesis exceeds autotrophic respiration, a situation char-
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acteristic of favorable daily meteorological conditions. The value of NPP is negative
at night or when environmental stresses, such as soil moisture deficit, do not al-
low vegetation to effectively photosynthesize and maintenance costs are higher than
gross carbon uptake.

17.2 Carbon budget

The mass balance of the carbon pools: Cieaf, Csapws Croots Chydrs Crifry Cheaw, and
Cldeq 1s simulated using a system of ordinary differential equations (Dickinson et al.,
1998; Arora and Boer, 2005; Ivanov et al., 2008b). When Net Primary Production
NPP (Section 17.1) is positive, the carbon changes in the pools are:

dc;é;af — fiNPP — Speas + Ty, (318)
dcslizpw — f,NPP — Syup, (319)
dc;;“toot = f, NPP = Sy + Ty, (320)
dc:;fd’" — fuNPP —Tr¢ — Repmy + Addag , (321)
dc:i];lfr = i NPP—Spyr, (322)
dcggaw  Supe — Swond. (323)
dC{’;:ea = Sleaf — Sldea (324)

where f, are the five allocation fractions corresponding to green aboveground
biomass (f;), living sapwood (fs), fine roots (f,), carbohydrate reserves (f), and
fruit and flowers (f¢) (Section 17.3.1). The terms Sjeqf, Ssapws Sroot, Sfifr and Sigeq
[gC m™2 VEG day~1!] are the tissue turnover rates; Syooq [¢ C m 2 VEG day™!] is
the conversion of living sapwood into heartwood or dead sapwood; Tr¢ [¢C m™2 VEG day™!]
is the rate of translocation from carbohydrate reserves, which is subdivided into
translocation to green aboveground biomass T7;, and fine roots Tr,.. The term
Reymy and Addagr [gC m~2VEG day~'] are the total carbon exudated and ex-
ported from the roots (Section 17.3.2), and the additional allocation to reserves in
case of occurrence of environmental constraints on growth (Section 17.3.7).

When N PP is negative, gross primary production GPP, less eventually growth
respiration rate Ry, is partitioned among the various pools. The respective mainte-
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nance respiration costs R,,, are then subtracted from the specific carbon pools:

Qs — [(@PP — Ry) ~ KRac — Siag + T (325)
oo [(GPP ~ Ry) ~ Rns — Suap (326)
dc;;‘toot = f(GPP — Rg) = Ruug — Syoot + Ty, (327)
dcc?tyd’“ = fu(GPP — Ry) = Rysr — Tr¢ — Regmy (328)
dc;{t” © = f1(GPP— Ry~ Spyr, (329)
S (330)
diézw = Sicaf — Sidea » (331)

In order to avoid that maintenance respiration is consuming leaf biomass directly,
when fj(GPP — Ry) is less than kRqc an amount of carbon is transferred from the
carbohydrate reserves to support the leaf maintenance respiration, without affect-
ing Cleqs directly. This precaution is necessary to avoid unrealistic drops in leaf
biomass caused by maintenance respiration rather than stress turnover when N PP
is negative.

The system of ordinary differential equations (318)-(324) or (325)-(331) is solved
with an explicit Runge-Kutta(4,5) formulation.

Another important characteristic of productivity is the Above-Ground Net Pri-
mary Production ANPP [¢C m~2VEG day™']. The term AN PP represents the
aboveground productivity and provides a value that can be compared with in situ
measurements, since estimates of ANPP are generally more frequently available
than NPP or GPP measurements:

dCieaf + fab ACsapw + fab AChyar + dCpifr
ANPP = leaf fb P fb hyd Il +Sleaf+fabssapw+sflfr‘

dt
(332)

Note that Eq. (332) implies that a fraction fu; of carbohydrate reserves and
living sapwood are located in the aboveground. For the grass category (2 = 2),
carbohydrate reserve are assumed to be completely stored belowground and ANPP
is compute only through changes in Cje,r and Cyyy,.

17.2.1 Carbon starvation

A note must be dedicated to the possibility for the model to simulate tree mortality.
Among the possible mechanisms proposed to explain tree mortality (McDowell et al.,
2008; Sala, 2009) solely carbon starvation is simulated. Carbon starvation may occur
after an extended period of environmental stress, mainly drought, where negative
N PP induces a deprivation of carbon in the various pools. When carbon content in

the various compartments, especially in the carbohydrate reserve pool, is extremely
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reduced, new favorable environmental conditions cannot be sufficient for the plant
to recover and when Cj,yq = 0 the vegetation dies. The possibility that plants can
die of hydraulic failure due to cavitation in the xylem (Pockman and Sperry, 2000;
MecDowell et al., 2008), is not foreseen in T&C since the plant hydraulic functions
are not currently explicitly solved (Section 13.2).

17.3 Carbon allocation and translocation

Carbon assimilated through photosynthetic process is allocated to the different
carbon pools. Carbohydrate allocation currently represents a central and poorly
constrained component in terrestrial biosphere models. Physiological and biochemi-
cal mechanisms that control the allocation of photosynthate under resource stresses
are only partially understood (Friedlingstein et al., 1998). Hence, a mechanistic
formulation of allocation remains a thorny issue (LeRoux et al., 2001; Niklas and
Enquist, 2002; Litton et al., 2007; Franklin et al., 2012; Mdkeld, 2012; Fatichi et al.,
2014a).

Carbon allocation in T&C is strongly based on Friedlingstein et al. (1998) and
Krinner et al. (2005), who provide an allocation scheme that responds dynamically
to time variability of resources. The use of dynamic, stress-dependent scheme per-
mits more flexible patterns of carbon redistribution (Arora and Boer, 2005; Ivanov
et al., 2008b). The basic hypothesis in the model of Friedlingstein et al. (1998) is
that a plant will allocate carbon to different compartments in response to external
limitations due to water, light, and nitrogen. The allocation is also made dependent
on the phenological state that a plant experiences. For instance, carbon is allocated
entirely to leaves during the maximum growth state and predominantly to carbohy-
drate reserves during senescence (Section 20). Carbon allocation is finally regulated
by allometric constraints. T&C uses two fundamental allometric constraints: a min-
imum root:shoot ratio, i.e., the ratio of fine root carbon to foliage carbon; and an
upper limit for storage of carbohydrate reserves. The latter limit is parameterized as
a constant fraction of living sapwood biomass (or of fine root biomass for herbaceous
species). First, constraint-free allocation coefficients are estimated. A subsequent
procedure modifies these allocations, so that allometric limits are satisfied.

17.3.1 Allocation fractions

The original allocation scheme presented by Friedlingstein et al. (1998) calculates
the allocation fractions for three compartments (leaves, stems, roots). A modifica-
tion implemented in the ORCHIDEE model (Krinner et al., 2005) considers eight
biomass compartments, among which carbon can be allocated to six. In T&C this
scheme is further modified to allocate to five carbon pools. The five allocation
fractions correspond to green aboveground biomass (f;), living sapwood (fs), fine
roots (fr), carbohydrate reserves (f), and fruit and flowers (f;). There is no al-
location to tree heartwood pool as the latter is produced by the slow conversion of

living sapwood, as well as dead-standing leaves are produced by the turnover of alive
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leaves.

The limiting factors for allocation are preliminarily computed and they account
for root zone soil moisture availability Ay [—], light availability Ay [—], and nitrogen
availability Ay [—]:

AH = max [0.1, min (1, 53,(1”)] 5 (333)
Ap = max|[0.1, e e LA[] , (334)
AN = maXx [0.1, FNC] s (335)
where Bpq [—] is the daily averaged soil moisture stress factor in the root zone

for the carbon allocation calculated using the leaf water potential ¥; [M Pal as
described in Eq. (384) (see description of fpqy in Section 17.3.7). The LAI
[m? leaf area m™2 VEG area] is the living leaf area index and K, = 0.15 is a
constant light extinction coefficient used in the allocation module. The nitrogen
availability factor Fy¢c is 1 when there are not nutrient limitations and less than
1 otherwise. It is computed as the average number of days, nutrient concentration
was minimal in the plant tissues in the last 90 days.

The belowground availabilities Ay and Apy are combined to a single belowground
availability, Ap = min(Ax, Agr). The belowground and light availabilities are finally
used to calculate preliminary allocation fractions to leaves, f; [—], fine roots, f [—],
and living sapwood, fs [—]:

~ 3Aj,
fr = max [Tmm, TOM] (336)
~ . 3Ap
fs = min |:07 75, SOM] (337)
ﬁ = max [amm, min (amax, 1-— ﬁ — fsﬂ , (338)

where 7in = 0.15, amin = 0.2, amaee = 0.5, and 79 and sy are coefficients that indi-
cate the theoretically unstressed allocation to leaves, fine roots, and living sapwood.
The coefficients rg and sg, for woody plants, are a function of the tree biomass,
which is typically related to the total stand biomass and tree density (Niklas and
Enquist, 2002; Wolf et al., 2011b,a). However, since forest demography is not cur-
rently simulated in T&C, constant values rg = sg = 0.3 are assumed following
Krinner et al. (2005) The prehmlnary root allocation fraction is then recalculated
as: fr = 1— fy— fy, that gives fi+ f, + f, = 1.

For grasses spemes (2 = 2) there is no allocation to the living sapwood, in this
case the computed fs is partitioned among fl and fr proportionally to their previous
values with fs = 0.

For tropical evergreen species (E = 3), the preliminary carbon allocation fraction
to leaves is computed as f; = 1—dro/Ae where A., [days] is the critical leaf age and
dro [days] is a phenological index counting the days after the beginning of the new
season (see Section 17.4.1 and 20). The remaining assimilated carbon is partitioned

among fr and fs proportionally to their previous values . Tropical evergreen forests
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do not experience proper senescence and dormant phases and carbon is allocated
to reproductive organs year-round. This change in the preliminary allocation is
necessary to reproduce the light-phenological cycle of tropical evergreen plants with
maximal allocation to leaf at the beginning of the dry season (Wu et al., 2016).

Generally, the scheme to calculate preliminary allocation fractions provides more
carbon allocation to roots when soil moisture or nitrogen are limiting in order to
increase the belowground biomass (Figure 32). More carbon is provided to sapwood
when foliage significantly limits light penetration to lower levels of the canopy, in
order to increase the canopy supporting structure (Figure 32).

1 1
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0.8 0.8 = Root
= Liv. Sapwood
206 0.6
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Figure 32: Preliminary allocation fractions to leaves, fl, fine roots, ﬁ, and living sapwood,
fs as a function of LAI with S oy =1 and Fyc =1 (a); and as a function of Sg qu with
LAI =2 and FNC =1 (b)

The reproduction costs, i.e., the carbohydrates allocated to produce reproductive
organs and propagules typically range between 5% and 20% (Larcher, 2001) of the
assimilated carbon. In T&C, an allocation fraction to reproductive organs fy is
used during the maximum growth and normal growth phenological phases (Section
20), ff = 0 otherwise. During senescence or dormant phenological phases it is
assumed that the plant does not produce fruit or flowers, i.e. does not invest in
reproduction. This assumption is reasonable if we consider that the allocable carbon
during the senescence and dormant phenological phases is rather small. Tropical
evergreen species (2 = 3) do not experience proper senescence and dormant phases
and therefore they always allocate carbon to reproductive organs. A typical value
of f = 0.1 is used for natural plants and grasses, however these value can increase
considerably (ff = 0.5 —0.65) for crops and plantations.

During the maximum growth phenological phase (see Section 20), all of the pre-
liminary fractions are modified to allocate all the synthesized carbon to Ceqy, i.e.,
ﬁ =1 and f; =0, fs = (. Combined with translocation of carbon from reserves,
this assumption permits a rapid attainment of a relatively dense leaf cover at the
beginning of the season, which would be impossible to realize with newly assimilated
carbon only.

The allocation toward the carbohydrate reserves f, is tentatively computed as a
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function of the sum of the preliminary allocation fractions ﬁ and f; (as the car-
bohydrate reserves will later be translocated toward the leaves and roots) (Krinner
et al., 2005):

fo = A=0O)1—f), (339)

where

S (340)

L+ealfi+ fr)

The term g4 [0—1] is a parameter controlling carbohydrate reserve allocation (Krin-
ner et al., 2005). Typically, ¢, = 1 for seasonal plants (E = 1) and grasslands
(2 =1) and ¢4 < 1 for evergreen plants (£ = 0 and £ = 3). Note that when
gq = 0, C =1, i.e., there is not allocation toward reserves. Therefore also ever-
green plants must have €,; > 0 to allow the existence of a carbohydrate reserve pool
that can be used during leaf onset and for root exudation and mycorrhiza export
(Hansen and Beck, 1990; Chapin III et al., 1990; Kobe, 1997). Typical values of
€q1 = 0.2 — 0.5 have been found to provide realistic results for evergreen species.

For seasonal plants outside of the growing season i.e., when a plant is in the
senescence or dormant phenological states (Section 20), carbon is not allocated to
leaves, roots, or living sapwood but only to reserves. The plant is assumed to
save carbon for the next season and all assimilated products are allocated to the
carbohydrate reserves: f; = 1. All the other allocation fractions are set to zero
(Krinner et al., 2005). Note that during the senescence or dormant phenological
phases, carbon available for allocation is scarce due to unfavorable environmental
conditions and leaf shedding.

Temperate and tropical evergreens (£ = 0 and Z = 3) are an exception to the
above behavior and for these plants carbon is allocated to all of the compartments,
including reserves throughout the entire year. For evergreens, senescence and the
dormant phenological phases are treated differently from other species (see also
Section 20) and are similar to the normal growth phase from a carbon allocation
point of view. For tropical evergreens (£ = 3) they are in fact identical to normal
growth and for general evergreens (= = 0) the only difference is the lack of allocation
to the fruit and flower pool. Finally, for all of the vegetation categories during the
phenological phase of maximum growth (Section 20), allocation to carbohydrate
reserves is set equal to zero (fp, = 0), imposing C' = 1.

The final allocation fractions f are calculated as:

fi = RQ—-fp) O, (341)
o= R-fpC, (342)
fs = L—fp)C, (343)

subject to the condition f; + fr + fs + fr + fn = 1.
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17.3.2 Root exudation, transfer to mycorrhizal fungi, and carbon cost
of biological N fixation

The evaluation of root exudation, carbon export to mycorrhiza, and carbon allo-
cated to the root-nodules for biological fixation is inspired by the rationale of the
FUN2.0 model presented by Fisher et al. (2010) and Brzostek et al. (2014). The
original FUN2.0 model builds a resistor network for the cost of nitrogen acquisition,
corresponding to the amount of nitrogen needed to support net primary production.
The model computes the integrated carbon costs across a series of pathways, where
the amount of carbon spent on each pathway depends on the resistance through
that pathway (Brzostek et al., 2014). Specifically, the model includes costs related
to non-mycorrhizal, ectomycorrhizal, and arbuscular mycorrhizal active nitrogen up-
take, which depends on soil nitrogen and fine root biomass, the cost of biological
nitrogen fixation, which depends on soil temperature, and the cost of retransloca-
tion, which depends on the amount of foliar nitrogen. The original FUN2.0 model
operates at an annual time step.

In T&C foliar nutrient re-translocation is already accounted for at the plant-level
(Section 19) and is therefore excluded from this carbon cost computation. Addi-
tionally, the overall scheme is modified for coherence with the plant nutrient uptake
formulation described in Section 19.2 and the daily time step of T&C, and it is
extended to include phosphorus and potassium.

The sum of the carbon exudated and exported Repmy [gC m~2day~!] from the
roots is the maximum between the cost of N, P, and K acquisition:

Rexmy = maX([Cacq,N Nup[]v [Cacq,P Pup[]v [Cacq,K Kup[]) 5 (344)

where Nypr [gN m~2day™Y], Puyr [gP m=2day™'], Kupr [gK m~2day™!] are the
uptake rates of nitrogen, phosphorus, and potassium, averaged over the previous
365 days. The terms Cuegn [gC gN 7Y, Cacq.p [9C gP7Y, Cacqxc [9C gK 1] are
the costs of nitrogen, phosphorus, and potassium acquisition, respectively. These
are computed assuming the costs of nutrient acquisition as resistors in parallel using
Ohm'’s law in analogy to electric circuits (Brzostek et al., 2014):

C = ( Lo, M - PM ] >_1 (345)
aca N Cacq,Ry ~ CacqeMy — Cacgamy  Crian/)
1 EM 1-EM\!
C + + ) , 346
aeal ( Cacq,Rp C’acq,EMp C’acq,AMp ( )
1 EM 1-EM\ ™"
Cocq K < + ) , 347
e Cacq,RK Cacq,EMK Cacq,AMK ( )
where EM [—] is the fraction of ectomycorrhizal fungi and 1 — EM corresponds to

the fraction of arbuscular mycorrhizal fungi in a given computational element. The
terms Coycq,rs Cacq,EMs Cacq,AM> Criz,n are the carbon costs for nutrient acquisi-
tion of the non-mycorrhizal, ectomycorrhizal, arbuscular mycorrhizal and biological
N-fixation pathways, respectively. In the following, fine root costs are denoted by
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subscript (1), mycorrhizal costs by subscript (2) and biological N fixation by sub-
script (3). The cost of biological N fixation is present only for nitrogen acquisition
and is disabled whenever biological N fixation does not occur.

In a general form, the cost of acquisition Cpeyx [9C gX 7] of a generic nutrient
X [g X m™2] is proportional to the carbon investment R, [gC m~2day~!] made
for its acquisition through a given pathway (e.g., for fine roots R, 1, for mycor-
rhizae Re, 2, and for root-nodules associated with biological N fixation R, 3) and
inversely proportional to the amount of nutrient taken up X, [g X m~2day!] in
that pathway in a given period:

Re:c
Xup

Ca(:q?X (348)
Uptake functions for ectomycorrhizal fungi, arbuscular mycorrhizae and fine roots
are defined in Section 19.2 (e.g., Eq. 438) and can be generally written as:
3/2
XB
Xy = Vp—root, (349)
TT‘
X
Xy = Vp——~EM (350)

Tem

X 32
Xy = Vp—AM (351)

ram

Substituting X, in Eq. 348 allows to compute carbon costs as a function of nutrient
amount in the soil X and fine root or mycorrhizal fungi biomass. Furthermore,
considering that mycorrhizal biomass is solely fed by R, in a steady-state condition,
the carbon export to mycorrhizae must sustain mycorrhizal biomass. Then, carbon
export can be related to its biomass through the turnover coefficient m, [day~!],
ie., Cppm = my Reg2 or Cayp = my Rep 2, where m, is potentially different for
ectomycorrhizal and arbuscular mycorrhizal fungi (Table 5). It follows that nutrient
acquisition costs can be summarized as:
kr

Cocon = , (352)
acq XB?’/Z

root

kem
Cac JEM = s (353)
! xcp?
k
Cacq,AM = % ) (354‘)
XCYur

where kr = (Rex17+)/(VD), [gC%? m™), kpar = Tem/(Vpmy) [¢C%? m™3], and
kant = Tem/(Vpmy) [g C%? m~3] embeds all the dependencies on other parameters
such as diffusion coefficient at the root or hypha interfaces and uptake resistance
terms (Section 19.2). The parameter kg is also dependent on the carbon investment
in the non-mycorrhizal pathway itself R, 1. The expressions in Eq. 352 to 354 are a
consequence of the formulation of nutrient uptake rates (Section 19.2) and differ from

the original FUN 2.0 equation Cyey = % + B’:fot, where cost functions responded
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to a change in the amount of root biomass also for ectomycorrhizal and arbuscular
mycorrhizal fungi but conversely they do not depend on mycorrhizal biomasses.
The expressions in Eq. 352 to 354 can be used separately for the three nutrients
considered in T&C. Therefore, the costs of nitrogen acquisition are:
kr N

Oacq,RN = m y (355)

root

ken,n
Cac JEM = —75> (356)
! " Navlcé/]a
kan.n
Cac JAM = —0, (357)
! " Navlci/]\i

where Ng,7 [gN m™2] is the minimum between the average mineral nitrogen in the
soil in the previous year and the nitrogen uptake IN,,; averaged over the previous
year, Broot [¢gC m~2V EG)] is the amount of root biomass, and the nitrogen cost
coefficients (kr N, kEm N, and kann) are given in Table 1. Equivalent expressions
are written for the costs of phosphorus and potassium. Mineral nutrient availability
in Eq. 355- 357 is capped with the previous year nutrient uptake to avoid an un-
realistic feedback, where nutrient availability increases, decreasing uptake costs and
allocation to mycorrhizal fungi, which in turn leads to an even larger increase in soil
nutrient content. In this case, unrealistic plant nutrient limitations would develop
due to minimal amounts of mycorrhizal fungi and low nutrient uptake capacity, de-
spite a relatively high nutrient availability. The trade-offs imposed by equations 355-
357 are summarized in Figure 33.
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Figure 33: Costs of nitrogen, phosphorus, and potassium acquisition Cycq,ry Cacq, Enr,and
Clacq,am, for different values of nutrient availability in the soil. Root biomass By oot =
200 ¢gC m™2, ectomycorrhizal biomass Cgy = 30 ¢ C m™2 and arbuscular mycorrhizal
biomass Capr = 30 g C m™2 are fixed in this figure.

The coefficients kg, kpnr, and kaps of Eq. (352) to (354) can be directly computed
from the resistances and diffusion coefficient parameters defined in Section 19.2.
However, variability in nutrient availability X, and potentially different costs of
ectomycorrhizal and arbuscular mycorrhizal fungi would not be accounted for by
such a direct computation. This implies that kg, kgys and and k437 must be selected
to provide reasonable carbon costs of nitrogen acquisition that are also comparable
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Root of hyphae | N coefficients P coefficients K coefficients
Root kr,n = 7000 kr,p = k’R,N/15 kr Kk = kR,N/2.5
EM kem,n = 3.5 kem,p = kem,n/15 | kem,xk = kEm,N/2.5
AM kam,n =2.0 kamv,p = kam,n/15 | kam,xk = kam,n/2.5

Table 1: Cost parameters that control the carbon allocation to arbuscular mycorrhizal
(subscript AM) and ectomycorrhizal fungi (subscript EM) and the investment in root

exudates (subscript R). The units of kg n are [g C®/?2 m~5], for kgm oy and kap N are
lg €2 m=7].

with the original FUN2.0 model (Brzostek et al., 2014). Concurrently, the costs
for nitrogen, phosphorus, and potassium must scale roughly proportionally to the
plant stoichiometric composition for these nutrients to preserve a balance in the
acquisition costs. On the basis of these considerations, cost coefficients are defined
in Table 1.

Note that the value selected for kaa,n is matching rep, /(Vp m,.), which reinforces
the coherence between the expressions used to compute root exudation and carbon
export to mycorrhizae (Eq. 355 to 357) and the expressions for root, ectomycorrhizal,
and arbuscular mycorrhizal nutrient uptake rates (Section 19.2). Furthermore, the
cost parameters in Table 1 are such that arbuscular mycorrhizal or ectomycorrhizal
fungi are much more beneficial to the plant in acquiring nutrients than roots (Br-
zostek et al., 2014). This is especially true for medium and low nitrogen availability
because roots have limited ability to produce enzymes and have a much lower surface
area-to-volume ratio than fungal hyphae (e.g., Smith and Smith, 2011). This char-
acteristic becomes less important at higher levels of soil nutrients, where fine roots
can take up a sufficient amount of nutrients, regardless of mycorrhizae (Figure 34).
In such a condition, the cost-to benefit ratio of supporting mycorrhizae decreases
(Brzostek et al., 2014). The ability of arbuscular mycorrhizal fungi to act as scav-
engers is accounted for by assigning the lowest cost for a given nutrient availability
(i.e., kay < kpar). Increasing kpps in ectomycorrhizal fungi means that they are
more costly to maintain for the same nutrient availability in the soil. However, ecto-
mycorrhizal fungi are able to produce oxidative enzymes (e.g., Baskaran et al., 2017)
and this can contribute to nutrient mineralization and therefore increased nutrient
availability (as accounted for in T&C, see Section 21.4.2). This should also favor
shifts in the abundance of arbuscular mycorrhizal and ectomycorrhizal fungi and
plants across fertility and latitudinal gradients, as it was observed (Phillips et al.,
2013).

The carbon cost of biological nitrogen fixation, Cyiz v [gC g N —1], follows Br-
zostek et al. (2014) and is a function of the soil temperature Ty, [°C] in the soil
biogeochemically active zone:

T
Crion = s [exp (a + T, [1 - 0.5(1;9D - 2] : (358)

where a = —3.62, b = 0.27, ¢ = 25.14, s = —30 are empirical curve-fitting parameters
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a) Root nitrogen uptake cost b) EM nitrogen uptake cost
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Figure 34: Costs of nitrogen acquisition Cycq, Ry, Cacq,EMy > a0d Caeq, anry , for different
values of fine root biomass, B¢, ectomycorrhizal biomass Cgjys and arbuscular mycor-
rhizal biomass Cap;. Three different values of N, s, 0.0055, 0.0137, and 0.0274 g N;m ™2

are used for the representation. Note the different scales on the y-axes and the logarithmic
axes for Cucq Ry -

(Figure 35).
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Figure 35: Change in the carbon cost of biological nitrogen fixation, Ctiy v [9C g N7,
with soil temperature Ty, [°C] in the soil biogeochemically active zone.

Finally, the total carbon exported from roots Rezmy [9C m~2day~'] needs to
be partitioned among root exudation R 1, export to arbuscular mycorrhizal and

ectomycorrhizal fungi R, 2, and carbon allocated to root nodules for biological N
fixation Reg 3.

X

Rex,l = RezmyXuima (359)
ut,tot
X X

Rex,? Rexmy UTZ@}—}_ Ut7am’ (360)

ut,tot

Xoutb

Re;t,3 = Rewmy%wa (361)
ut,tot

This is done computing the theoretical nutrient uptake for each pathway corre-
sponding to the estimated cost. The theoretical total nutrient uptake rate Xy tor
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[gX m™2day™ ] is:
Xut,tot = Xut,bnf + Xut,ez + Xut,am + Xut,em 5 (362)

where Xyt pnp, Xutew, Xut,ams Xutem [9X m~2day~'] are the theoretical nutri-
ent uptake rates following the cost functions defined above for biological nitrogen
fixation, non-mycorrhizal, arbuscular mycorrhizal and ectomycorrhizal fungi. For

nitrogen:
Rexmy
N, = , 363
ut,bnf Crmn (363)
Rewmy
N, = — 364
ut,ex Cacq,RN ) ( )
R
Nutam = (1—EM)_—"Y— (365)
Cacq,AMN
Nutem = EMM. (366)
’ Cacq,EMN

The term Xyt is computed using the cost corresponding to the most difficult
nutrient to take up as estimated from the maximum cost in Eq. (344), if P or K are
the least available nutrient X,;p,r = 0. Note, that X, is simply a theoretical
nutrient uptake capacity, which serves the purpose of computing carbon exudation
and allocation to mycorrhizal fungi. While there is a correspondence, it does not
exactly match the actual nutrient uptake in T&C, which is computed following the
procedure described in Section 19.2.

The sum of the carbon exported and exudated from the roots Reyp,,y is computed
only for days where Net Primary Production NPP is positive and the term is
subtracted from the carbohydrate reserves. If NPP < 0, there is no root carbon
export and Regmy = 0.

If the soil biogeochemistry component is not enabled then nutrient uptakes (e.g.,
Nupr, Pupr, Kupr) will be equal to zero, leading to a trivial solution of Reymy = 0. In
such a case, Regmy is simply computed as fraction of NPP according to Eq. (367):

Rezmy = demmy NPP, (367)

where degmy = 0.04 [—] is the unstressed fraction of NPP going into root carbon
export. In such a case, Rezmy,1 = 0.2Rezmy, Rezmy,2 = 0.8 Repmy and Regmy3z = 0,
following Farrar et al. (2003) for the C fraction partitioning between root exudation

and export to mycorrhizae.

17.3.3 Allometric constraints

In addition to the allocation processes described above, two allometric constraints
are imposed to refine allocation dynamics. The first one concerns the maximum
capacity to store carbohydrate reserves. The constraint on the size of carbohydrate
reserves Chyqr is parameterized following Friend et al. (1997). The maximum value
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for Chya, is assumed to be 0.67 of the living sapwood biomass Cyepe or fine root
biomass Ci.,ot for herbaceous species. Note that this value is consistent with esti-
mates of the fraction of labile carbon in sapwood that are typically around 2-10%
of the dry matter (Hoch et al., 2003; Kdrner, 2003; Gough et al., 2009). Consid-
ering that on average about 10% of sapwood is alive and the conversion factor 0.5
[gC gDM Y] (Kozlowski and Pallardy, 1997; Friend et al., 1997), the fraction of car-
bohydrate reserves to living sapwood is around 0.4 — 2. These values are generally
higher than 0.67. However, the latter is considered to be a realistic approximation
considering that a portion of reserves could be sequestered rather than stored in
plants and thus not available for translocation (Kérner, 2003; Millard and Grelet,
2010). When the value of 0.67 is exceeded, the carbon theoretically allocated to
reserves is partitioned among all of the other carbon pools during normal growth or
it is transferred to living sapwood during the senescence and dormancy phenological
states. This is valid for vegetation categories, = = 0, 1 3. For grasses (2 = 2), the
maximum of carbohydrate reserves is assumed to be 0.67 of the fine root carbon pool
Ciroot- Herbaceous species lack the living sapwood component and all carbohydrates
are assumed to be stored in the roots.

The second allometric constraint concerns the leaf-to-root or shoot-to-root ratio,
Ry [—]. Vegetation models typically introduce a constant allometric relation on
the shoot:root ratio, since leaf biomass needs to be supported by a sufficient amount
of transporting tissue (Lideke et al., 1994; Bonan et al., 2003; Sitch et al., 2003;
Deckmym et al., 2008). In T&C, this value is just a maximum threshold. The
allocation to Cjeqy is constrained when Cieqp > Rigr Croor- In this case, f; = 0 and
its value is partitioned between f; and f, proportionally to their biomasses. The
range of variability of Ry, proposed in literature is around 0.2 — 1.5 with higher
values for woody species as compared to grass species (Sitch et al., 2003; Bonan
et al., 2003; Sato et al., 2007).

17.3.4 Carbon translocation

Knowledge of dynamics of carbon storage and mobilization from reserves is mainly
qualitative (LeRoux et al., 2001). There is evidence that carbohydrate reserves are
formed through storage in late summer and fall, they are partially depleted dur-
ing winter through maintenance respiration and a massive mobilization of reserves
occurs in spring to enhance leaf onset and permit plant to photosynthesize more effi-
ciently (Chapin III et al., 1990; Dickinson et al., 2002; Pregitzer, 2003; Krinner et al.,
2005; Gough et al., 2009). Some studies analyzing non-structural carbohydrates con-
centration found minor evidence of such dynamics, and identified a mobilization of
carbohydrate reserves only after strong environmental stresses (Kdérner, 2003).

In T&C, all of the vegetation categories = have a carbon storage compartment,
and thus translocation occurs also for evergreen species. Since few quantitative
carbon translocation analyses have been carried out so far (Gough et al., 2009,
2010), mechanistic parameterizations are also lacking. A simple scheme is adopted
in T&C. Carbohydrate translocation is modeled to occur during the phenologi-
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cal state of maximum growth (see Section 20) with a prescribed constant rate,
Trc [gC m™2VEG day~!], which is species-dependent. The rate Trc is a pa-
rameter of the model and suitable values have been found in the range of 0.5-8
[gC m~2VEG day™'], with higher values for plants that attain rapidly a high LAI
after leaf onset (grasses, temperate deciduous species). Assuming T,.c constant, as
opposed to be dependent on the reserve size, has shown better results and LAI
growth has been observed to be fairly linear during leaf onset in the maximum
growth phenological phase. This is likely due to the fact that translocation is a
sink- and not source- driven process (Millard and Grelet, 2010). The total carbohy-
drate translocation is then subdivided between translocation to green aboveground
biomass Tr; [9C m~2VEG day~!] and fine roots Tr, [¢C m~2VEG day~!], in-
versely proportional to their biomasses.

C'root
Cleaf + Croot ’
ro Clea f )

Cleaf + Croot

Tr, = Tre (368)

Tr, = (369)
Another potential occurrence of translocation is during maximum or normal growth
phenological phases, when the maintenance respiration of leaves is higher than the
assimilation rate, i.e., NPP < 0. This can be a result of unexpectedly harsh environ-
mental conditions, e.g., a late frost or a very dry period. In this case translocation
is considered to compensate the leaf maintenance respiration, in order to avoid a
premature and unrealistic drop of leaves because of maintenance respiration costs.

17.3.5 Plant stoichiometric constraints and flexibility

Each plant tissue (carbon pool in the model abstraction) has a corresponding quan-
tity of nutrients, which is necessary for its construction. Nutrients can be also stored
in the plant as reserves and stoichiometric ratios of different tissues have been shown
to be flexible and to respond to nutrient availability (Magill et al., 2004; Sistla and
Schimel, 2012; Zaehle et al., 2014). The target stoichiometric ratios are prescribed
quantities in the model and define the nutrients required for a given amount of car-
bon for a plant with a balanced nutrient status (Table 2). Stoichiometric flexibility
is explicitly modeled as a two-step process. First, nutrient reserves can buffer uptake
and demand for nutrient without modifying the nutrient concentration of structural
and non-structural tissues. Second, tissue concentration in the non-structural com-
partments can be modified to respond to excess or deficit of nutrients, allowing for
an actual stoichiometric flexibility. Structural tissues have a fixed stoichiometry.

The maximum plant storages of nitrogen Ny, [g N m™2 V EG], phosphorus Py,
[g P m™2 VEG], and potassium Kg, [g K m~2? VEG] are computed considering
a hypothetical stoichiometric flexibility of the carbon reserve pool, which defines a
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Pool [ C:N[gCgN ][ CP[gCgP | CK[gC gK ]| Lignin [g Lig g DM ]
Cleaf CN, CP CK; Ligsra

Csapw CN;, CP; CK; -

Croot CN, CP, CK, Liggrr

Chyd'r CN(, CPL CKL -

Crifr CNy CPy CKy Liggrur

Cheaw CNn cp, CKy, Ligfr,h

Table 2: List of parameters used to indicate the target stoichiometric mass-ratio of nitro-
gen, phosphorus, potassium, and lignin in the carbon pools. Note that these ratios are
constant, but tissue stoichiometry is flexible thanks to varying relative nutrient concen-
tration (e.g., Eq. 373 and 374). Many of the parameters can be assigned knowing C'N,
only and exploiting some proportionality between the other parameters and CN; (e.g.,
Friend et al., 1997), as described in Section 17.1.3.

storage size:

1 1

Nsto = ¢sChydr <C’]Vl - CNC> ) (370)
1 1

Psto = Qbschydr (C’})l - CP > ) (371)
1 1

Ksto = ¢sChydr <C’m - CK ) 5 (372)

where ¢, is a scaling parameter. When ¢s = 1, the current option in T&C, the
maximum nutrient storage size is simply the size of the carbohydrate reserves with
a stoichiometric range that goes from the nutrient content of leaves to the one of
heartwood. These can be regarded as the upper and lower extremes of nutrient
concentration in the different plant tissues. An increase of nutrient content without
exceeding the maximum storage size does not affect the actual nutrient concentration
of the different pools. Note that this assumption does not necessarily imply that
nutrients are changing in association with the carbon reserve pool but simply that
nutrient reserves are changing somewhere within the plant without affecting the
nutrient concentration of non-structural pools (leaves, fine roots, fruit and flowers
pools). However, if nutrient concentration in the reserves exceeds the maximum
nutrient storage or becomes less than zero, i.e., there are not enough nutrients to
preserve the targeted stoichiometric relations, the relative nutrient concentration of
non-structural tissues is modified (Fig. 36a).

At each time step nutrient reserves (e.g., Nyeserve fOr nitrogen) are computed as
indicated in Equation (408) and the plant relative nutrient concentration of nitrogen

rn. [—], phosphorus rp, [—], and potassium rg, [—] can be computed as:
Nreser’ue
_ 373
e T TNSy (373)

if Nyeserve < 0 and therefore the ry,_ is less than 1.
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Alternatively, when Nyeserve > Nsto the 7, is larger than 1 and it is computed as:

rn. = 1+ —NTN S_NN e (374)
Whenever Ny¢gerve ranges from 0 to Ny, the relative nutrient concentration ry,
remains equal to 1, because of the buffering effect of changes in the nutrient storage
(Fig. 36a). Equations equivalent to (373) and (374) are used to compute rp, and
rk.. Such a modeling solution is adopted to avoid having tissue nutrient concentra-
tions oversensitive to fluctuations in plant nutrient status, which can be a problem
in terrestrial biosphere models that introduce stoichiometric flexibility (Zaehle and
Dalmonech, 2011; Zaehle et al., 2014) and usually it is not observed in nature. The
non-structural nitrogen T'N Sy, phosphorus T'NSp and potassium T'N Sk are com-
puted as indicated in Section 19.
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Figure 36: (a) Changes in Nyeserve and Ny, normalized by Ny, as a function of relative
nitrogen concentration rx,. The role of Ny, in buffering changes in nutrient concentration
is highlighted. If Nyegerve is larger than Ng, or lower than zero ry, is changing. The
actual available nitrogen N, is also reported and it is simply a shifted quantity from
Nyeserve- (D) Changes in Nyegerve normalized by Ny, as a function of the nutrient uptake
suppression function between 1 (total suppression) and 0 (no suppression).

Since nutrient uptake (Section 19.2) and carbon allocation depend on the plant
internal nutrient budget, the relative concentrations rn, [—], 7p, [~] and rg, [—],
are typically constrained between 0.65 and 1.60 (Fig. 36a), which represent the
observed stoichiometric flexibility of non-structural tissues such as leaves and fine
roots (Meyerholt and Zaehle, 2015).

At each time step the availability of nitrogen Ny, [g N m~2? V EG], phosphorus
Puva [9 P m™2 VEG], and potassium K,y [g K m™2 VEG] to construct new tissue

is given by:
Nava = Nreserve + 035TNSN ’ (375)
Pava = Preserve + 035TNSP 5 (376)
Kava = Kreserve + 035TNSK . (377)
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Eq. (375)-(377) are imposing a stoichiometric constraint on tissue construction,
i.e., they can limit allocation of N PP, whenever the relative nutrient concentration
of non-structural tissues ry,., rp, or rg,. is dropping at the 0.65 level, a level of
stoichiometric flexibility, which is rarely exceeded in reality. In other words, when
nutrient reserves in the model, Ny¢gserve, are negative and equal -0.35 of TN Sy, plant
growth is nutrient limited. Note that the negative sign in Nyeserve 1S @ modeling
convenience and simply means a depletion of nutrient in non-structural tissues (e.g.,
N, < 1).

The nitrogen required, Nyeq [g N m™2 VEG day™?] for the allocation of the un-
constrained N PP is given by the allocation fraction to the different tissues minus
the nutrient retained during tissue turnover:

N B fNPP—I—fNPP—I—fNPP+fNPP—|—fNPP+
rea = Jhon, T eny TP eN, TN, TP eN,
Tr Try, Ssapw Sleaf Sroot
CN[ + CNT + CNh ftransf,l CN[ ftransf,r CNT

TrC Ssapw Rezmy AddAR

“CN. CN,  CON. T CN, (378)

where f, [—] are the allocation fractions for NPP (with = = [, f,¢,r, s for leaves,
flower and fruits, carbohydrate reserves, fine roots, and living sapwood respectively,
Rezmy is the carbon exudated from roots and exported to mycorrhizal fungi (Section
17.3.2), Addapg is the additional allocation to carbon reserve due to environmental
constraints on growth (Section 17.3.7), and Ssapw [¢C m 2V EG day™'], Tr; and
Try [9C m™2VEG day™!] are previously defined (Section 17.2). The terms fians .1
and fiansf,r are the resorbed fractions of nutrient in the leaves and fine roots.
The nutrient resorption fractions fi.ansfy and firansfr are introduced to describe
translocation of nutrients from senescent leaves and fine roots ( Thomas and Stoddart,
1980; Chapin III et al., 1990; Reed et al., 2012; Vergutz et al., 2012; Cleveland et al.,
2013). This mechanism partially prevents the loss of nutrients for tissue turnover
(Section 19.1). Equivalent expressions to Eq. (378) can be written to compute
phosphorus Py, [ P m™ VEG day™1], and potassium K., [ K m™2 VEG day™!]
requirements. If Nyye, Pava, and Kgye are larger than Nyeq, Preg, and Kyeq (the
typical case), there are enough nutrients to allocate entirely NPP to the different
tissues, otherwise a reduction factor f,.q [—] is computed for each nutrient (e.g., for

nitrogen) as:

Napa/dt

fred = Nreq )

(379)

where dt is the time step in days and NPP is corrected as NPP = f..q NPP.
The remaining fraction of unallocated NPP is lost through autotrophic respiration
as idling (or overflow) respiration R; = 1 — f..q N PP, because there is insufficient
nutrient availability to build tissues. This case should be regarded as rare, in natural
conditions, but can occur in nutrient poor soils or for crops where large quantities
of nutrients are subtracted through fruit and seed harvesting.
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17.3.6 Nitrogen control on photosynthesis and respiration

In several models, leaf nitrogen content is linked to leaf photosynthetic capacity
correlating linearly the maximum Rubisco capacity (Vinqz) to nitrogen concentration
for unit of leaf area (Friend and Kiang, 2005; Zaehle and Friend, 2010; Bonan et al.,
2011; Clark et al., 2011; Oleson et al., 2013). Some models decompose V;,4, into its
fundamental components as specific activity of Rubisco, nitrogen content of Rubisco
protein, fraction of leaf nitrogen in Rubisco and leaf nitrogen content (Niinemets
and Tenhunen, 1997; Thornton and Zimmermann, 2007; Niinemets et al., 2015). In
T&C, a relative photosynthetic efficiency factor e, n is applied to scale Viuqe to
account for changes in the relative nitrogen content in the leaves ry, as:

erelbN = v(ry,—1)+1, (380)

where v = 0.5 is a smoothing factor to account for the fact that changes in leaf
nitrogen content do not directly imply a proportional change of nitrogen content in
the Rubisco protein (e.g., Ainsworth and Long, 2005). Note that since leaf main-
tenance respiration is related to V.., a change in e,o ny has also consequences in
terms of leaf respiration. Maintenance respiration in the other living tissues is also
related to the nitrogen concentration through the carbon-nitrogen mass ratios C' N
and C'N, (Section 17.1.3). The effects of these ratios for respiration are modified
using the relative nitrogen concentration coefficient for respiration R, , which is:

R.n, = min[l1.85,v(ry, — 1) +1], (381)

where the smoothing factor v is still accounting for the fact that changes in nitrogen
content related to changes in plant-nutrient status do not directly imply a propor-
tional change in respiration. Furthermore, we assume that respiration costs for unit
of nitrogen cannot increase beyond 85% of the base respiration coefficient to avoid
unrealistic respiration costs at very high nutrient concentrations.

17.3.7 Environmental constraints

There is evidence from plant physiological literature suggesting that direct con-
trol of carbon sinks (defined as growth in the sense of carbon investment on plant
tissue expansion) via environmental factors could be more important than indirect
control via photosynthesis, the carbon source (Fatichi et al., 2014a). For example,
water- or temperature-limited plants tend to reduce growth but increase carbon stor-
age (Korner, 2003; Sala and Hoch, 2009; Woodruff and Meinzer, 2011; Sala et al.,
2012), which suggests that environmental controls act first on sink activity rather
than source activity (Kdrner, 2015). An option to introduce these environmental
constraints acting directing on plant growth is made available in T&C. When this
option is enabled a potential growth factor GF [¢gC m~2 day~!] is computed for
each day and it is compared with the N PP value of that day (Section 17.1). The
potential growth factor GF [¢gC m~2 day~!] accounts for temperature and water
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limitations:

GF = Z(gcoef kT 5R,all) ) (382)

where geoer [9C m~2 h™!] is the maximum allocation capacity in unstressed condi-
tions at a reference temperature T;..; = 20 °C’. The term kr [—] is a temperature
modulation coefficient and Bgr 4y [—] is the water stress factor that decreases the
potential growth achievable in a given day and is computed in Eq. (384). The sum
operator integrates the hourly values throughout the day. When N PP is lower than
GF, the environmental conditions constrain carbon allocation to structural tissues
and a reduction factor f,.q = GF/N PP is computed to reduce the fraction of NPP
allocated to leaves, fruits, fine roots, and living sapwood. The remaining carbon
Addar = (1 — frea) NPP is allocated to the carbohydrate reserve pool and can be
subsequently used by the plant when environmental conditions become favourable
again.

The temperature control is introduced because temperature influences several
metabolic processes (e.g., cell doubling time), determining the potential growth
rate of organs in the absence of other growth limiting factors (Pantin et al., 2012).
Most temperature-controlled processes of plant growth have been summarized by
Boltzmann-Arrhenius type equations, which describe a decrease in growth rates at
suboptimal and supra-optimal temperatures (Parent et al., 2010). Furthermore, a
5-6 °C threshold has often been identified to limit growth in cold adapted species,
irrespective of photosynthetic activity, which typically ceases only at freezing point
(Korner, 2008). The temperature modulation coefficient k7 is therefore adapted
from Parent et al. (2010):

Ho(T, — Top)r L+ eon (P40 7)

(Trey RT,) ] 1+ exp (TU%FUSEHU[> )

kr = exp[ (383)

where R = 8.314 [J mol~! K 1] is the universal gas constant, H, = 76 [kJ mol~'] is
the activation energy, and Hy = 285 [kJ mol~!] is the deactivation energy, which de-
scribes the rate of decrease above the optimum temperature. The term AS = 0.933
[kJ mol~' K~1] is the so-called “entropy factor”, T} § = 273.15 [K] is a reference
temperature, and 7T, [K] is the canopy temperature in Kelvin. Additionally, in order
to account for the observed cessation of growth activity below 5 °C' (Kérner, 2008),
k7 is assumed to be equal to zero when T, < 5 °C.

When water limitations occur, there is evidence that cambial and leaf growth
are inhibited at much lower levels of water stress (higher water potentials) than
photosynthesis (Muller et al., 2011; Tardieu et al., 2011). A decrease in xylem-
or leaf water potential implies a reduction in cell turgor and in the capacity to
transport sugars ( Woodruff et al., 2004; Sala et al., 2011; Woodruff and Meinzer,
2011). Specifically, lower cell turgor has the potential to limit cell wall expansion,
cell wall synthesis and protein synthesis (Lockhart, 1965; Hsiao, 1973; Sala et al.,
2011). In order to account for these effects, the water limitation control Br qui [—]
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is adapted from (Muller et al., 2011) and it is computed as function of leaf water
potential Wy [M Pa] at the hourly scale (Section 13):

1
1+exp(pe¥r +qa)’

BR,alli (384)

with pg and gg two parameters computed from the knowledge of water potential
thresholds where hydraulic growth is impaired of 50% and 99%, ¥¢ 50 and U¢ g9,
respectively. The daily average value g,y is then computed as average of the hourly

BR,a1; values.

17.4 Tissue turnover

A parametrization of transformation of dead leaves, fine roots, fruits and flow-
ers, and heartwood pools into litter, and a conversion of living sapwood to dead
sapwood /heartwood and living leaves to dead leaves is necessary to account for pro-
cesses of organic matter turnover and plant structural growth. The turnover rates
of green aboveground biomass, Sieqr [g C m~2VEG day~'], fine root biomass Sy
[gC m™2VEG day™"], fruit and flowers biomass Sy;fr [9C m™2 VEG day™'], and
heartwood Syeoq [¢C m ™2V EG day~!] are linear functions of biomass. The amount
of sapwood biomass converted to heartwood Ssepw [g C m2VEG dayil] and the
leaf abscission rate Sjgeq [gC m2VEG day_l] are also linear functions of their
biomasses. These turnover and conversion rates are parameterized based on tissue
longevity. The leaf turnover rate and leaf abscission are also related environmental
controls, such as drought and cold stresses. The equations used to calculate the

tissue turnover are:

Sleaf = dleaf,a + dlezzf,c + dleaf,d Cleaf ) 385
Ssapw = dsapw Csapw ) 386
Sroot = draot Craot ;

Swood = Wm Cheawu
Spipgr = Mg Crigpr,

Stdea = idead Cldea »

where dgqpp [day™1] is the living sapwood conversion rate to heartwood, dyeot [day ']
is the turnover rate for fine roots, dicaf,ar dicaf,c, and dieaf,d [dayil] represent the
turnover rates of green aboveground biomass due to ageing, cold stress, and drought
stress, respectively (Levis et al., 2004; Arora and Boer, 2005; Ivanov et al., 2008b).
The term digeqq [day™"] is the abscission rate of standing dead-leaves, which is a
function of the age of dead leaves and for grass (£ = 2) also of air temperature. The
term M [day™!] is a coefficient that accounts for fruits and flowers abscission and
W [day~!] is the dead-wood turnover to litter. The W, coefficient embeds all the
processes that lead to structural wood turnover from tree self-pruning, forest self-
thinning, and other external factors that can cause plant mortality such as diseases
or insect attacks (Hawkes, 2000). Catastrophic natural disturbances such as wildfire,
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windthrow, and management actions as forest logging or thinning are instead dealt
with in the management module (Section 22).

The coefficients dsqpw, droot, My, and W, are parameters of the model and are
assumed to be constant, even though there is evidence suggesting that W, can be a
function of the age or standing biomass (Bugmann and Bigler, 2011; Manusch et al.,
2012). Typical values for living sapwood conversion to dead sapwood /heartwood are
dsapw = 1/365—1/900 [day~!]. The turnover rate of fine roots d,o; has typical values
of droot = 1/240 —1/1500 [day '] (Foley et al., 1996; Kucharik et al., 2000; Gill and
Jackson, 2000; Bonan et al., 2003; Arora and Boer, 2005; Wramneby et al., 2008),
even though field observed turnover rates tend to overestimate the values of d;oot
needed in the model to obtain more realistic amounts of fine roots.

Values for W,,, can be derived using global relationships between ANPP [g DM m =2 yr—!]
and standing aboveground biomass AGB [Mg DM ha™'] (Keeling and Phillips,
2007; Keith et al., 2009; Pan et al., 2013; Michaletz et al., 2014; Chu et al., 2016). The
scatter in these global relationships is considerable (Figure 37a). For a given level
of ANPP, different values of standing biomass can be observed as a consequences of
different demographic, climatic, and edaphic factors as well as occurrence of various
type of disturbances. When an upper envelope of the ANPP-AGB relationship is
selected (e.g., the 80th percentile), this can be assumed to roughly correspond to the
maximum standing biomass at a given ANPP value, when disturbances and other
external limiting factors to biomass accumulation are not predominant. If the frac-
tion of ANPP allocated to aboveground wood is known or computed with T&C, one
can approximate the value of wood turnover time W,,, in absence of catastrophic
disturbances (Figure 37b).

There is not much literature evidence for the average turnover rate of fruits and
flowers My, which determines how long they reamain on the plant and it is likely
to strongly depend on the specific species. Realistic values are typically assumed
My =1/50 — 1/200 [day~1].

17.4.1 Leaf turnover, shedding, and environmental stresses

A fraction of green aboveground biomass leaves (or grass plus stalks) is lost every
time step as a function of leaf age. This is based on the fact that even though meteo-
rological conditions may remain favorable, plants (in particular evergreen trees) have
to renew their leaves simply because old leaves become inefficient. The dynamics
of leaf age, Agy, [day], are tracked explicitly and djeqr,q is parameterized according
to Agr, with a modification of the approach first proposed by Krinner et al. (2005).
This is a relatively different modeling solution since, typically, terrestrial biosphere
models do not calculate explicitly leaf age, and they use a constant turnover rate,
dieaf,a (Bonan et al., 2003; Arora and Boer, 2005; Ivanov et al., 2008b).

The equation used to determine the turnover rate, djeqf,q, as a function of leaf age
depends on the vegetation type (Z). For deciduous plants (£ = 1) turnover rate
follows a fourth power equation of leaf-age as proposed by Krinner et al. (2005)

(Eq. 392). For evergreen and grass types the fourth power equation was found to be
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Figure 37: Observed relation between aboveground standing biomass (AGB) and above-
ground net primary production ANPP in the Keeling and Phillips (2007) and Michaletz
et al. (2014) datasets, the fit of Keeling and Phillips (2007) is reported along with the
20-50-80 percentiles for binned value of ANPP (bins are 100 gDM m~2 year~!]), the line
fitted to the 80th percentile is shown (subplot a). Wood turnover rate assuming maximum
aboveground biomass corresponding to the 80th percentile envelope and aboveground
long-term allocation to wood equal to 1/2, 1/3 and 1/4 of the total ANPP (subplot b).

inadequate, since it produces a too rapid biomass loss when the critical age threshold,
A, is exceeded and, conversely, a rather slow turnover for relatively young leaves.
For these reasons, a simpler linear expression is proposed to estimate turnover for
evergreen (£ = 0, Eq. 391) and grass species (2 = 2, Eq. 393). For grass species
an upper limit to the turnover rate is imposed to account for a general resilience
of old grass to turn over when favorable conditions are lasting toward the end of
the growing season. Finally, for seasonal tropical evergreens (£ = 3), the turnover
rate of leaves is assumed to be proportional to the ratio of newly produced leaves to
the total biomass (N Breaf/Cieaf), thus generating faster turnover times during leaf
production and mimicking the observed behavior of shedding old leaves to create

space for new ones (Wu et al., 2016). For an aseasonal forest AgiL(g ) = ALI and dj,

,er

becomes equal to the Eq. 391 for (= = 0).

Agr S
dleaf,a = AT N if 2= 0, (391)
1 (AgL\*
dicaa = min|0.99, ( . > . ifE=1, (392)
1 A
dicaf,a = min |:14cr’ Aggf] ) if 2=2, (393)
NBLeafAcr AgL p—
dea a - 5 s f = :3, 394
leaf, Cleaf Agr 1 ( )

where Agy, [day] is the average leaf age, NBrcqf [§C m™2VEG day™'] is the amount
of carbon corresponding to leaves created in the previous time step (both described
in Section 20.4), and A, [day] is the critical leaf age or leaf lifespan, which is a species
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dependent parameter. Typical values proposed in literature for A, range from 120
[day] for grasses species to more than a 1000 [day] for evergreen trees (Foley et al.,
1996; Bonan et al., 2003; Krinner et al., 2005; Arora and Boer, 2005; Wramneby
et al., 2008; Wright et al., 2004; Sato et al., 2007). The graphical behavior of the

four turnover-age functions, in relative terms, is shown in Figure 40.
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Figure 38: Relative leaf age turnover, dieqf,q - Aer [—], function of the normalized average
leaf age, Agr/Acr [—], for normal evergreen (E = 0), deciduous (£ = 1), grass (2 = 2)
and seasonal tropical evergreens (= = 3) for three levels of NBrcaf/Cieaf-

Environmental and meteorological conditions may impose additional controls on
the loss of green aboveground biomass (Kozlowski and Pallardy, 2002; Ivanov et al.,
2008b). Two further turnover rates are introduced to account for drought and cold
stress. Leaf foliage losses due to the severity of a drought or the effect of chilling
are not well understood neither from first principle physiological mechanisms nor
quantitatively. However, they are occurring and they need to be included in models
through conceptual parameterizations. The drought-induced foliage loss rate, djcqt,q
[day~!], is parameterized similarly to Arora and Boer (2005); Ivanov et al. (2008b).
The rate djeqf 4 is a function of the species-dependent, maximum drought loss rate
ddmaz [day_l] and of a daily averaged soil moisture stress factor in the root zone
(Section 13) for leaf shedding, Sr [—].

dleaf,d ddmax(l - BR)S ) (395)
with:
Br = 1 ! (396)
f 1 +exp(pp¥r +qp)’

where Wy [M Pa] is the leaf water potential and pp and gp are two parameters
computed from the knowledge of water potential thresholds where leaf hydraulic
conductivity start to be hydraulic limited and where it loses 50% of conductivity,
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Ur, 0 and ¥y, 50, respectively. The daily average value g is computed as an average
of the hourly Sr; values. Given the shape of Eq. (396), the value of Sr would be
always smaller than one, implying that the plant is never completely unstressed, to
avoid this problem when Sr > 0.95, it is assumed to be equal to 1. Note that Sg is
not equal to Br . (Eq. 384) since different water potential thresholds are used. The
power exponent 3 of Eq. (395) reflects the sensitivity of leaf shedding to drought
and is taken from Arora and Boer (2005). The parameter dgq, [day~!] is diffi-
cult to determine, because it is a conceptual representation of a poorly understood
mechanism. Model experience suggests values of dgma, = 1/10 — 1/40 for drought
decidous plant and grasses that allow plants to shed their leaves when unfavourable
soil moisture conditions occur without having to spend a large amount of carbon in
tissue maintenance with negative NPP. Values of dgmaz = 1/200 — 1/365 [day~!]
are more typical of deciduous and evergreen plants that preserve their leaf cover
investment during relatively short drought periods with negative NPP, waiting for
favourable conditions.

The rate of foliage loss due to cold stress, djeqr,c [day™1], is assumed to be a linear
function of air temperature below a certain threshold temperature (Coz, 2001):

dleaf,c = dcold(Tcold - Ta)(Ta < Tcald) y (397)

where dgpq [day=! °C _1] is a linear coefficient, species-dependent, for foliage loss due
to cold temperatures and T, [°C] is the air temperature. The temperature threshold,
Teord [°C], is a species-dependent parameter that demarcates the temperature below
which cold temperatures start the leaf shedding. This parametrization assumes that
leaf shedding due to cold stress increases linearly with temperature once the thresh-
old Teyq is exceeded (towards lower values). As stated for leaf shedding induced by
drought, the underlaying physiological mechanisms governing these processes are not
understood and no mechanistic model exists. Consequently, the assumption behind
Eq. (397) is only indirectly tested through satisfactory model performance. The
threshold T,,4 is, indeed, higher for cold intolerant plants, for vegetation located
in warmer climates and for deciduous species compared to evergreen ones. Note
that foliage loss due to cold stress is mostly playing a role in seasonally temperate
climates, where leaf loss of deciduous species and partially of evergreens occur be-
fore winter. Boreal or high-elevation species are parameterized with extremely low
thresholds, which are never exceeded, as well as tropical plants never experience cold
leaf stress because of the warm climate throughout the entire year. The parameter
deotq 18 correlated to T,oq and has been found to be mostly a function of the veg-
etation category and climate. For example, d.nq = 1/10 — 1/15 is used for winter
deciduous species, d.,q = 1/50 for temperate grass species, deoq = 1/5 for boreal
evergreens, d.oq = 1/120 — 1/150 for evergreens with partial winter leaf shedding.
Finally, the equation used to determine the abscission of the standing dead-leaves
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didead, 18 a function of the average dead-leaf age Agpr:

A 4
digeas = min [0.99,KLf< gDL) ] (398)

where K¢ [day~1] is a dead-leaf abscission parameter, which is assumed constant
for all broad vegetation categories except grass species (£ = 2), where Kr; =
KLf20'1(T“*20) is a function of the air temperature T, (Lazzarotto et al., 2009). In
grass, the transition between dead-standing biomass and litter is in fact regulated
by air temperature with a faster transition during warmer periods than colder pe-
riods, where dead-standing grass plus stalks can persist for long-time. The fourth
power dependence of djg..q on dead-leaf age assures that a rapid conversion of dead-
standing leaves into litter is achieved once the dead leaves are ageing and before a
-1

new growing season begins. Typical values of K1y = 1/15 —1/80 [day~"] are used

with faster leaf-abscission rates in tropical environments.

18 Plant biophysical relations

Fach vegetation unit is characterized by several structural vegetation attributes,
such as canopy height H,. [m], leaf area index LAI [m? leaf aream™2V EG areal,

stem area index SAI [m? stem aream™2

VEG area], leaf area index of stand-
ing dead leaves LAljuq [m?leaf aream™2V EG area], root length density Ry
[mroot m~2V EG]. All these attributes are expressed for unit of Crown Area, i.e.,
for m2 VEG area.

Although all the attributes of vegetation are dynamic components (time-varying)
only LAI, Ry, and grass canopy height are dynamic components in this version
of T&C, while the other attributes are assumed to be constant and they must be
specified as model inputs for each vegetation unit. Vegetation properties can be
obtained from literature: for instance Jackson et al. (1996) provide a comprehensive
study of the root distributions for a variety of species. Bonan (1996) provides typical
values of leaf dimension for various plant types, and Simard et al. (2011) provide a
global map of canopy height just to cite a few examples.

18.1 Leaf and Stem Area Index

In each vegetation unit, LAI [m?leaf aream™2V EG areal), is related to the green
aboveground biomass carbon pool:

LAI = Cleas Spar- (399)

The term Spa7 [m? LAI g C~1] is the specific leaf area of biomass, which is a species-
dependent parameter. Vegetation models are quite sensitive to the values of Spay,
since it represents the ability of plants to invest in leaf cover and therefore additional
photosynthetic potential. It has been found that Spa; generally increases with
photosynthetic capacity and leaf nitrogen content and decreases with leaf life span
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(Schulze et al., 1994; Reich et al., 1997; Wright et al., 2004). Reference values
of Spar are relatively easy to find in literature and typical values of Spa; range
between 0.005-0.050 [m? LAI g C~1] (Schulze et al., 1994; Foley et al., 1996; Kaduk
and Heimann, 1996; Friend et al., 1997; Reich et al., 1997, 1998a; Kucharik et al.,
2000; Cox, 2001; Bonan et al., 2003; Wright et al., 2004; Sato et al., 2007; Wramneby
et al., 2008).

There is evidence that Spay is not constant throughout the canopy but tend to
decrease at the top of the canopy, which has thicker leaves (lower Sz 4r), while at the
bottom of the canopy there are thinner leaves (higher Spar) (Niinemets and Kull,
1998; Koch et al., 2004; Niinemets et al., 2015). This vertical gradient of Sy 47 can
be accounted for in the computation of LAI (Thornton and Zimmermann, 2007), as
Spar(x) = Sparo +msr x, if Spar is assumed to be a linear function of the canopy
depth x expressed as overlying leaf area index and of Spaz, the specific leaf area
at the top of the canopy. Thornton and Zimmermann (2007) provide the solution
of LAI as a function of leaf biomass integrating through the canopy profile:

exXp (mSL Cleaf) - 1)
msir ’

(400)

LAI = SLA[70<

where mgy [m? LAI gC~' m?VEG (m? LAI)™!] is a scaling factor that account
for the linear decrease of Spa; with increasing LAI. Thornton and Zimmermann
(2007) also provide the expressions to compute the Sy 47 of shaded and sunlit portion
of the canopy.

While Eq. (400) is theoretically more appealing than using a constant S a7 (Eq.
399), it has been tested and found to create unrealistic cheap investments in leaf
biomass at high value of LAI, where Spa; progressively increases. For this reason,
while both options are available in T&C, the option with a constant Sy a7 is preferred
and can be simply obtained imposing mgy;, = 0. Another potential issue in using Eq.
(400) is that the maximum Rubisco capacity at 25°C VL

max

at the top of the canopy
(Section 6.6.2) cannot depend anymore on the nitrogen content profile, because with
this option nitrogen content for unit of mass is assumed constant and nitrogen for
unit of area is scaled coherently with the profile of S 4;. While generally, nitrogen
content for unit of mass does not vary much with canopy profile (Dewar et al., 2012;
Niinemets et al., 2015), the assumption of scaling leaf to canopy photosynthetic
capacity based solely on St 47 has been found restrictive and to provide worse result
than using an exponential profile of nitrogen content (Section 6.6.2).
Equivalently to the LAI of living green aboveground biomass, the LAIj..q [m? leaf area

m~2V EG area] of standing dead leaves is related to its biomass carbon pool using
the specific leaf area index:

LAljeaqa = Cidea STAT - (401)

The specific leaf area index of dead biomass is assumed equal to the green biomass
while the optical properties of LAlj..q are parameterized differently from living
biomass as explained in Section 4.2.1. If mgy, # 0 then an equation similar to Eq.
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(400) is used also to compute LAIjeqq.
The stem area index SAI [m? stem aream™2 V EG area is a structural attribute
and can be theoretically computed as:

D*\ T,
sar = (- pom) + 1)) G (102
where the coefficient f,, [—] is the fraction of stem and branches that can be regarded

as prevalently vertical, T), is the tree density [number of individuals m~2 ground),
D [m] is the average wood trunk diameter and H, [m] is the canopy height. Since tree
diameter and canopy height are not dynamically evolved, SAI [m? SAI m=2V EG)
remains constant through time in T&C.

18.2 Root profile and length density

While fine root biomass Cl.0: is dynamically updated in the model, the root profile
distribution with Zr(z) is constant throughout the simulation. The root biomass
profile is explicitly represented using the fractions of root biomass at different depths
ri [—], for each layer of soil ¢ in the soil profile (Section 12.2) . Four different options
are available in T&C to define the root profile distribution (Jackson et al., 1996;
Feddes et al., 2001; Schenk and Jackson, 2002; Arora and Boer, 2003; Collins and
Bras, 2007) and they are described in Section 12.2. In the most general case, the
rooting depth that contains 50% Zg 50 [mm] and 95% Zg 95 [mm] of fine root biomass
and the maximum rooting depth Zg jae [mm] are required to completely define the
root profile. The root profile corresponds to the distribution of fine roots responsible
for water uptake. Since usually no differentiation is made between fine and coarse
root distributions the two profiles are considered equivalent.

The root length density Ry [mroot m~2V EG], is computed from the fine root
biomass Chroot as:

C
Ry = et (403)
Proot TT oot
where proor = 122 [kgC m ™3] is the carbon root density and 7o, = 0.5 [mm] is
an average radius of fine roots, assumed to be constants in T&C. The root length
density Ry, is then used in the computation of the soil-to-root resistance (Section

13.3).

18.3 Canopy height

Canopy height, H. [m], represents the distance between the ground surface and
the top of the canopy and is a constant in this version of T&C for tree and shrub
plant forms, while it changes in time for grass species (2 = 2).

Grass height is computed from LAI, using the Allen et al. (1989, 1998) equation,
Hyeqg = 24 LAI*, where H,c, [m] is the grass height, limited to 1.2 m and LAI* =
LAI 4+ LAIjeqq/3 is an equivalent LAI that accounts for the fact that dead leaf
biomass does not contribute as much as alive biomass to grassland height. Different
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empirical equations exist and provide similar LAI for heights of less than 20 cm
(Pocock et al., 2010).

18.4 Leaf dimension

The characteristic leaf dimension dje.s [cm] is a model input, which affects the
computation of the leaf boundary layer resistance (Section 6.3). The value of djcqf
is considered time-invariant in the model even though in reality it changes with
leaf-age for a few days/weeks after leaf-onset.

18.5 Additional structural attributes

From a theoretical point of view, for woody species there is a number of other
structural attributes (including H.) that can evolve dynamically in time. This is
only enabled in particular applications of T&C (e.g., plantations, crops), which
otherwise does not account for structural changes beyond the ones described earlier
in this Section. The carbon pools that form the woody part of the aboveground
plant are the aboveground heartwood carbon pool, fuCheaw [¢C m™2V EG], the
aboveground sapwood, fuCsapw, [9C m~2 V EG] and the aboveground carbohydrate
reserve fupChyar [gC m™2V EG] (Section 17.2). Considering the woody part of the
plant halfway between a cylinder and a cone:

V%ree _ Ccrown <fabchea'w + fabcsapw + fabchydr> , (404)
Tp Pheaw Psapw Psapw
nD?H,
Viree = 6 < ) (405)

where Viqee [m3, number of individuals—!] is the volume of wood of an average
representative tree, ppeqw and psapw [9C m*3] are the heartwood and sapwood
carbon wood density respectively, D [m] is the average wood trunk diameter, T},
[number of individual s m~2 ground] is the tree population density, Cerown is the
Crown Area fraction, expressed by Cerown = TpAcrown [m2 VEGm™2 ground|, with
Cerown < 1; and Acrown [m2 VEG, numberof indz’viduals_l] is the average crown
extension of an individual. Equations (404) and (405) contain several implicit as-
sumptions about the shape of the tree and the density of different tissues. Equations
(404) and (405), are in essence a single independent equation with four unknowns:
D, Acrown, He, and T),. Therefore, further allometric relations are necessary to esti-
mate the vegetation structural parameters. Equations relating Acrouwn and H. to D

are of the form:

Acrown = leksa (406)
H. = kDM, (407)
where k1 [m?7%3], ko [m'=*], k3 [~], and k4 [—] are allometric constants, species

dependent (e.g., Falster et al., 2015). Typical values assumed by the allometric
constants are: k; = 100 — 200, ky = 28 — 40, k3 = 1.6, ky = 0.5 — 0.83, (Sitch
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et al., 2003; Sato et al., 2007). For the scaling parameter k3 and kg, theoretical
values of k3 = 1.33 and k4 = 0.66 based on universal scaling in tree and vascular
plant allometry have been also calculated (Enquist, 2002; West et al., 2009). Sub-
stituting Eq. (406) and (407) in (404)-(405) allows to solve iteratively for D if T},
is known. Consequently, a dynamic structural representation of the canopy includ-
ing a time varying canopy fraction, Cerown, can be achieved. When T, Acroun > 1
only (407) is substituted into (404). The knowledge of the population density, 7},
[number of individuals m~=2 ground)] is a critical element, and while T, is roughly
a constant for plantations or managed forests, it changes through time in natural
ecosystems. In order to obtain a dynamic evolution of vegetation 7T, should also
evolve in time as a consequence of forest demography (species competition, mortal-
ity, establishment), which is not currently simulated in T&C. A possibility exist of
computing 7T}, using the self-thinning law ( Yoda et al., 1963; Wolf et al., 2011a), but
this is not currently implemented in T&C. In any case, the above parameterization
is solely valid for ecosystems composed by trees of similar size, as plantations, and
cannot handle the large variability in tree size and height that is observed in forest
with frequent disturbances.

19 Plant nutrient budget

The nutrient budget of the plant is obtained by computing changes in nutrient
reserves of nitrogen Nyeserve [g N m™2 V EG], phosphorus Preserve [ P m™2 VEG],
and potassium Kyeserve [g K m=2 VEG]. “Nutrient reserve” is a modeled quantity
that accounts for real reserves and for stoichiometric flexibility as explained in Sec-
tion 17.3.5. The term Nyeserve (nitrogen is used as an example but the model also
considers P and K) can, in fact, become negative when nitrogen tissue concentra-
tion falls below the targeted stoichiometry. More generally, N, eserve should range
from —0.35T NSy to Ngo + 0.60 T NSy, which accounts for both maximum nutri-
ent reserve size Ng, and stoichiometric flexibility (Section 17.3.5). The term T'N.Sy
[¢g N m~2 VEG] is the non-structural content of nitrogen as described below. The
reserve budgets are expressed as:

dN, dT'Sn

% = Nuptake - 7 - Nea:port,l ) (408)
dP, dT'Sp

% = Puptake - 7 - Peacport,l ) (409)
dK dr's

% = Kuptake - TK - Kea:port,l ) (410)

where Nezport1s Pezportis and Kegport [9 X m™2 VEG day~!'] are the nutrients ex-
ported from living tissue through tissue turnover and Nyptake, Puptake, and Kypiake
[g X m™2VEG day™'] are the fluxes of nutrients taken up from soil. The changes in
total nutrient content in the plant (e.g., dT'Sy/dt) are a consequence of changes
in carbon content of the various pools. The total nutrient content of nitrogen
TSy [gN m~2 VEG], phosphorus TSp [gP m~2 VEG] and potassium TSk
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[¢g K m~2 VEG] are given by:

Cleaf Csapw C'7"oot Chyd'r Cflf'r Cheaw

TSy = 411

N cN, T CN, TON, TCN, TeN, T ON, (411)
Cleaf Csa w Croot Ch dr Cflfr Ch

TSp = = z < 412

P = o " cp, Tep, Top. T 0P, T OB, (412)

TSK _ C’leaf + Csapw C’root Chydr + Cflfr Cheaw (413)

CK, ' CK, 'CK, CK, ' CK; ' CKj'

Even in absence of tissue turnover a transfer of carbon among the pools or an
increase in the total amount of carbon must be accompanied by a change in the
total nutrient content of the plant. This can be supported by a change in the
nutrient reserves or by nutrient uptake (Eq. 408-410). An excess of nutrient uptake
with respect to use may lead to an increase in nutrient tissue concentration (e.g.,
Nyeserve > Nsto), an insufficient uptake with respect to use may lead to a decrease
in nutrient tissue concentration (e.g., Nyeserve < 0), which can ultimately lead to
stoichiometric limitations on growth as described in Section 17.3.5.

The non-structural nutrient content of nitrogen T'N Sy, phosphorus TNSp and
potassium T'N Sk are given by equivalent expressions of Eq. (411) to (413) but
without accounting for the nutrients contained in Csgpy and Cheqw, Which are the
structural pools. The quantities TNSy, TNSp and TNSk are used in Section
17.3.5 to compute the plant relative nutrient concentrations for nitrogen ry, [—],
phosphorus rp, [—], and potassium rg, [—].

19.1 Plant nutrient export

The total flux of nutrients exported from living plant tissues Negportis Peaport,is
and Kegportt [9 X m~2VEG day™!] are:

Newporty = TN.(L = firanss,l) ‘2,3%5 + 7N, gf]l\’;; +

TN (1 — ftransf,r)?]o\;: %U;;’: , (414)
Pevporty = 71p(1— ftmnsf,l)b;%f +7p, ifg; 1

r2(1 = firanssr) “Z,Pt Sglgjld | (415)
Keaporty = ri.(1— ftransf,l)ge]?: +rx. gj}lg +

k(1 = feransfr) ?IO(O; ‘ZU[(?: , (416)

where Sjeaf, Sroots Sfifrs Swood [9C m~2VEG day~!] are the turnover rates of
green aboveground biomass, fine roots, fruit and flowers, and wood, and firanss,
and firansf,r are the resorbed fractions of nutrient in the leaves and fine roots de-
fined previously. The nutrient export simply follows the target stoichiometry of the
different tissues (C'N;, CN,, CNy and C'N},), which for non-structural tissues can
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be modified according to the relative nutrient concentrations: 7y, rp., and rg,.
Nutrient resorption in leaves and fine roots occurs before these nutrient rich tissues
are turned over in order to preserve nutrient within the plant, given the relatively
large cost of their acquisition (Reed et al., 2012; Verqutz et al., 2012; Cleveland et al.,
2013). Theoretically these fractions are a function of environmental conditions and
plant nutrient status (Brzostek et al., 2014; Shi et al., 2016; Zhang et al., 2018),
however in T&C firansyy and firansy,r are assumed to be constant when nutrient
reserves are below the maximum nutrient storages (Nsto, Psto, Ksto). Whenever the
relative nutrient concentrations exceed 1 the fractions of nutrient resorption in the
leaf and fine 100t firansyy and firanssr are set equal to zero, because the plant has
an excess of nutrients and does not need to resorb them. Such a modeling solution
allows for some flexibility in the long-term nutrient resorption.

19.2 Plant nutrient uptake

Plant uptake of mineral nutrients can occur directly from fine roots and it can be
passive, i.e., following the transpiration flow, or active, i.e., regulated and against
concentration gradients (e.g., Haynes, 1990; Porporato et al., 2003). Additionally,
mycorrhizal symbiosis can also contribute to nutrient acquisition (Marschner and
Dell, 1994; Smith and Smith, 2011; Hinsinger et al., 2011). The nutrient uptake
rates (e.g., NH4,,) are computed for unit of ground area and they are converted to
unit of vegetated areas (e.g., Nyptake [¢ X m™2 VEG day~!]) for being used in the
plant nutrient budget (e.g., Eq. 408).

Nuptake = (NH4up + Nogup)(l - SupN)/Ccrown ; (417)
Puptake = Pup(]- - SupP)/Ocrown ) (418)
Kuptake = Kup(l - SUpK)/Ccroum ) (419)
where Supy, Supp, Supg [—] are nutrient uptake suppression functions bounded

between 1 (total suppression) and 0 (no suppression). These functions are essential
to decrease the nutrient uptake of the plant based on its nutrient status. Specifically,
they are computed as linear functions of the amount of nutrient reserves and they
also account for total nutrient content in non-structural tissues:

N, — 0.8Ny
S — reserve Sto 420
UpPN 0.6 TNSy + 02Ny’ (420)

P, —0.8P,
S _ reserve sto 491
upr 0.6 TNSp + 0.2Puy ’ (421)

Kreserve - 0-8Ksto
S = . 422
UK 0.6TNSxk + 0.2Ks0 (422)

The suppression of nutrient uptake starts when Nyeserve are 80% of the nutrient
maximum storage capacity Ng, and reaches its maximum for a relative nutrient
concentration of 1.6 (Fig. 36b). These coefficients prevent plants from taking up
nutrients when their tissue concentrations are already very high, i.e., 60% in excess

of the targeted nutrient concentration. However, this does not imply that relative
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nutrient concentrations cannot exceed this threshold as a result of a shift in the dis-
tribution of carbon among the pools. The total nutrient content is indeed computed
as a single quantity, Eq. (411) to (413).

The actual nutrient uptake rates per unit of ground area N H4,,, NO3,,, Py, and
K., are computed as the maximum between passive uptake occurring through the
transpiration stream and active uptake influenced by the amount of fine roots C..oot,
ectomycorrhizae Cgjs, and arbuscular mycorrhizae C'437. The expressions below are
in absence of uptake suppression; once uptake suppression takes place, the NH4,,,
NO3yp, Py, and K, are down-regulated using Supy, Supp, and Supx as described
in Eq. (417) to (419).

NH4,, = max[NH4ypq, NHdyp,), (423)
NO3,, = max[NO3ypa, NO3yppl, (424)
Pup = max[Pupa; Pupp], (425)
Kup = maz[Kupa, Kupp|- (426)

Of course, nutrient uptake rates are also limited by the actual availability of ammo-
nium, nitrate, and mineral available phosphorus and potassium in the soil.

Passive uptake rates NH4yp,, NO3upp, Pupp, and Ky, [9X m™2day™ ] are
computed as:

T

NHA4 = NH4 — 427
up,p aNH4 VT (427)
T

NO3 = NO3 — 428
up,p aNO3 VT P ( )

T
Puwyp = ap Prin VT (429)

T
Kup,p = ag Knin ﬁ ) (430)

where NH4, NO3, Ppin, and Kpin, [g X m™2] are the ammonium, nitrate, and
mineral available phosphorus and potassium in the soil, T [mm day~!] is the tran-
spiration flux from the biogeochemically active depth, VT [mm)] is the total volume
of water in the biogeochemically active depth, and anp4, anos, ap, and ax [—] are
the solubility coefficients for ammonium, nitrate, phosphorus, and potassium (Table
8).

Active uptake [g X m~2day~!] is the sum of uptake rates given by fine roots,
ectomycorrhizae, and arbuscular mycorrhizae:

NH4,,, = NH4,p, +EM NH4,pem + (1 — EM)NH4yp am (431)
NO3upa = NO3ypr + EMNO3ypem + (1 — EM)NO3ypam (432)
Piypa = Pupr+EMPyyem~+ (1—EM)Pypam, (433)
Kupa = Kupr+EMKypem + (1 —EM)Kypam (434)

where EM is the ground area covered by plants associated with ectomycorrhizal
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fungi and 1 — EM corresponds to the fraction of plants associated with arbuscular
mycorrhizae in a given computational element.

The active uptake rate Xy, [g X m~2day~!] of a generic nutrient with concentra-
tion Cx [g X m™3] is computed in analogy to Fick’s laws of diffusion, considering
the nutrient concentration in the soil and a characteristic length Lx [m] representing
the average distance between the nutrient in the soil and the fine root or mycorrhizal
hypahe taking up nutrients. This is a highly simplified approach that ignores nutri-
ent concentration variability in the rhizosphere and complex biochemical processes
involved in the solute uptake (e.g., Haynes, 1990). However, it is intended to link
uptake rates to the major controls of nutrient uptake at the ecosystem scale. Uptake
rates for unit of root or hypahe are upscaled using the amount of roots or hypahe
actually present in the soil (e.g., expressed through the fine root areal index, RAT

[m%root m2ground)).
Xy = Vp-XRAI, (435)

where Vp [m?day™!] is a diffusion coefficient at the root or hypha interface, the

concentration gradient ACy is approximated with the concentration Cx in bulk

soil and the characteristic length Lx is computed as (Daly et al., 2004; Manzoni
et al., 2014):

2Zbio

Lx = — A 436

X R, (436)

where Zp;og [m] is in this case the depth of the biogeochemically active zone and

Ry is the root length density [mroot m~2 ground], which is related to RAI as

Ry, = RAI/ryoot, where 100 [m] is the average radius of fine roots. The root length

density can be expressed as a function of of the root biomass Byoe [g C m_Q], root

radius 7,00, and tissue density p, [gC m™3] as:
B
R, = —2%. (437)
Pr Troot

Re-arranging Eq. 435 with the nutrient expressed for unit of ground area X =
Cx Zpiog [9 X m~2] and using the definition of Lx, RAI, and Ry, we obtain:

X B3/2
Xu — VD root , (438)
P \/§T2 Z3/2 p3/2

root “biog ’'T

if the denominator is expressed as a single resistance term:

re o= V2r2,, 722 P32 (439)

root “biog Fr

with r, in [g C3/2m~1], one can re-cast Eq. 438 as:

3/2

XB

Xuyp = Vp—t. (440)
Tr
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Equivalent expressions can be written for ectomycorrhizal fungi and arbuscular my-

corrhizae:
XC3/2
Xup = VDriAJVI) (441)
XC3/2
Xy = Vp TEM, (442)

where Cap [gC m™2] and Cgy [9C m™2] are the arbuscular mycorrhizal and
ectomycorrhizal biomasses for unit of ground, with the resistance term ry, =
V2 rfnyc Zgifg pfn/jc, and equivalent expression for r.,,,. Note that the above derivation
differentiates among fine roots, arbuscular mycorrhizal, and ectomycorrhizal uptake
rates based on their biomass amount in the soil (e.g., Broot, Canr, and Cgpy) and on
biophysical characteristics such as root or hyphae radius (7,00t and rmyc) and tissue
density (p, and pmye). Reference values of 7,00t = 500, 7yye = 5 [wm] and p, = 122,
Pmye = 200 [kgC m™3] are used in T&C following literature (e.g., Jackson et al.,
1997; Smith and Read, 2008; Roumet et al., 2016), with values for arbuscular myc-
orrhizal and ectomycorrhizal fungi assumed to be equal for simplicity. Using these
values leads to a roughly 4700 times larger resistance in taking up nutrients through
fine roots than through hyphae, because of the capability of the latter to explore soil
volume in a more efficient way due to their smaller size. A three order of magnitude
difference in uptake capacity between roots and mycorrhizae is a value supported by
other independent estimates (Hinsinger et al., 2011). The diffusion coefficient could
theoretically differ for roots or hyphae and for different solutes but it is assumed
here constant for simplicity Vp = 2.3 1077 [m?day~']. The selected value is the
result of a sensitivity test in the model development phase and is similar to values
identified in the literature (Jungk, 2002). Note that Eq.(440) has the same depen-
dencies but a different functional form from nutrient uptake formulations based on
Michaelis-Menten kinetics, which have been used in other models (e.g., Zaehle and
Friend, 2010).

Consequently, the root active uptake rates for the different nutrients are given by:

NH4,,, = WBE@, (443)
NOBy, = B (141)
Pup, = o meB%gt, (445)
Kup, = WBfﬁtv (446)

where Byoot [¢C m™2] is the total fine root biomass for unit of ground, v, = Vp
[m? day~'] is the diffusion coefficient, and r, [gC%/?m™'] is the resistance term
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defined in Eq. 439. The ectomycorrhizal nutrient uptake rates are:

NHA4
NHAypem = —m2032 (447)
’ Tem
Ve NO3 _3/2
NO?)up,em = en;TCEM, (448)
Vem P
Pupem = =000 oYy, (449)
K .
Kup,em = 1}677;17%02‘/]\2/[) (450)
em

where Cpyr [gC m™?] is the ectomycorrhizal biomass for unit of ground, ve, =
Vp [m?day™'] is the diffusion coefficient, and re,, [gC%2?m™1] is the resistance
term defined in analogy to the one for for fine roots. Equivalently, the arbuscular

mycorrhizal uptake rates are:

NH4
NHdypom = —2mZ2082 (451)
’ Tam
(% NO3 3/2
N03’up,am = %CAM 5 (452)
Vam P
Pup,am = %Cﬁ/]\iy (453)
K .
Kupam = MC%Z’ (454)
am

where Capr [gC m™2] is the arbuscular mycorrhizal biomass for unit of ground,
Vam = Vp [m?day~'] is the diffusion coefficient, and 74, [g C3/2 m~1] is the re-
sistance term defined in analogy to the one for for fine roots and ectomycorrhizal

fungi.

20 Vegetation phenology

Plant phenology describes the seasonal cycle of the phases vegetation is experi-
encing and it is essential for simulating the interactions between the biosphere and
the hydrosphere since it can control the amount of leaf biomass at a given time
of the year. For instance, the timing of leaf onset and abscission determines the
annual cycle of LAI and the length of the growing season in a deciduous plant, thus
considerably affecting energy and water fluxes.

It has been recognized that phenology is mainly influenced by temperature (warm
and cold periods), soil moisture, incoming radiation and length of the photoperiod,
and from the ability of the plant to maintain a positive carbon balance (Botta
et al., 2000; Arora and Boer, 2005; Ivanov et al., 2008b). Notwithstanding, leaf
phenology remains one of the most difficult processes to represent in terrestrial
ecosystem models (Richardson et al., 2012; Forkel et al., 2014; Liu et al., 2019)
because the identification of phenological transitions, e.g., leaf bud formation or leaf
senescence from physiological and molecular mechanisms has not been completely
unveiled (Arora and Boer, 2005; Chuine and Régniére, 2017).
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Phenological rules vary according to characteristics of the plant species. For exam-
ple, temperate evergreen, winter deciduous, and drought deciduous plants exhibit
different relative sensitivities with respect to soil moisture and temperature. Often,
the dates of leaf onset and abscission were prescribed in models (Ruimy et al., 1996)
or parameterized with simple methods, such as the number of chilly days or grow-
ing degree-days (Hazeltine and Prentice, 1996; Kaduk and Heimann, 1996; Friend
et al., 1997; Botta et al., 2000; Kucharik et al., 2000; Knorr, 2000; Sitch et al.,
2003; Arora and Boer, 2005). The shortcoming of such methods is a certain lack
of generality and the fact that they may be implicit functions of current climate,
unsuitable for changing climate scenarios. Climate warming is indeed expected to
alter phenological phases such as leaf onset and flowering (nuelas and Filella, 2001;
Schwartz et al., 2006; Cleland et al., 2007; Liu et al., 2019). “Pseudo-mechanistic”
models of phenology have been also proposed and are based on a carbon gain ap-
proach (Arora and Boer, 2005; Ivanov et al., 2008b). The essential assumption in
the carbon gain approach is that leaf onset starts when it is beneficial for a plant
to produce leaves, in carbon terms; and leaf shedding starts when the production
becomes persistently unfavorable. However, pseudo-mechanistic parameterizations
are considerably challenging, they require to simulate a virtual leaf at any-time to
evaluate the carbon balance and modeling experience suggests that they did not
provide satisfactory results. Therefore, a multi-criteria phenological scheme is used
in T&C based only on environmental conditions. The phenology phase determines
plant physiological activities and allocation patterns as described earlier.

Phenological phases are differentiated among the main vegetation categories (Fig-
ure 39). Deciduous (£ = 1) and herbaceous species (2 = 2) experience, in the most
general case, four phenological states: dormant (® = 1), maximum growth (¢ = 2),
normal growth (® = 3), and senescence (® = 4) (Arora and Boer, 2005). In warm
environments with high radiation loads (e.g., tropical deciduous forest, savannahs),
the occurrence of a distinct dry season can lead to shedding leaves without a proper
senescence phase. Evergreen (= = 0) and tropical seasonal evergreens (E = 3) expe-
rience three phenological states: preparation to the new season (®=1), initial growth
(=2, corresponding to the beginning of a new season), and normal growth (®=3).

20.1 Deciduous and grass phenology
20.1.1 From dormancy to maximum growth

The transition toward maximum growth (® =1 — 2), characterized by leaf onset
for seasonal plants (£ = 1 and Z = 2) takes place with the arrival of favorable
weather. An important criterion for transitioning from dormant to maximum growth
is related to temperature (Baldocchi et al., 2005). In T&C a comparison between the
average root zone temperature in the preceding 30 days Tr 3o [°C] and a prescribed
threshold temperature T 0 [°C] is necessary for & = 1 — 2. The phenological
transition takes place when m > T, r.o. The threshold T 10 is essentially a model
phenological parameter and has been found to change considerably with climate.
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Figure 39: A conceptual illustration of typical phenology phases for deciduous and sea-
sonal grass species (2 = 1 and Z = 2), upper plot and evergreen species (2 = 0 and
E = 3), lower plot. Vegetation transitions from the dormant phase (® = 1) to the
maximum growth state (® = 2) at the onset of the favorable season, corresponding to
leaf onset. After a prescribed period, dys¢ [day], plant transitions to the normal growth
phase (® = 3), until photoperiod conditions triggers the senescence phase (& = 4). Dur-
ing senescence, leaf are shed and carbon is allocated exclusively to carbohydrate reserves
(2 =1, 2). When all leaves have been shed, the plant is in a dormant state (® = 1)
until the arrival of a new favorable season. For evergreen species (£ = 0), the states of
senescence and dormancy do not exist, the state (® = 1) corresponds to a preparation to
the new season and it is identical to normal growth phase where carbon is allocated to
all of the plant compartments (except reproductive tissues for temperate evergreen (with
fr = 0)). However, the phase ® = 1 differently from ® = 3 allows to initiate a new
season. The subsequent phase (® = 2), indeed, corresponds to a the initial growth phase,
when the new season starts and carbon is predominately allocated to leaves, followed by
a normal growth phase (® = 3).
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The second criterion for maximum growth to begin is that the photoperiod length,
computed as the daytime length Lgq,, [h] is larger than a prescribed threshold Lgqy. .o
[h]. The criterion Lgqy > Lgay, Lo helps to constrain the leaf onset after a specific
day of the year, since for a given geographical position the photoperiod of each
day is constant. This criterion avoids unrealistic early season leaf flushing with an
exceptionally warm end of the winter or early spring. The photoperiod length has
been shown to be an important phenological control also in gardening experiments
(Korner and Basler, 2010; Polgar and Primack, 2011). The threshold Lgqy, 10 is
a model phenological parameter and has been found to change considerably with
latitude and species.

The third criterion for maximum growth is related to soil moisture conditions. A
certain amount of water must be available for considering environmental conditions
favorable and starting a new growing season. The soil moisture stress factor Sgr
computed in Eq. 396 (Section 17.4.1) is integrated over a given number of preceding
days pdd [day], Brpdd [—], as a proxy for soil moisture availability for phenology.
The criterium is m > Bro, where 8o [—] is a prescribed threshold of moisture
availability typically assumed to be close to 1.0, i.e., lack of water stress is required
for ® = 1 — 2. The integration of m is typically carried out in the seven
previous days, however, for certain biomes, which have phenology very responsive
to sporadic rainfall events, it has been found that integrating only over one or two
previous days provides better results. The soil moisture criterion is easily satisfied
in temperate and wet climates but becomes important in climates where light and
temperature are typically favorable but soil is too dry for plants to grow, e.g., arid
and semiarid ecosystems or seasonally dry tropical climates as savannahs. In these
ecosystems the growing season begins only after the return of wet conditions.

A final criterion is imposed on the day of the year, Jpay < Jpay,o in the boreal
hemisphere and the reverse in the austral hemisphere. This criterion is mostly used
for temperate plants and assures that leaf onset cannot start after (or before) a
certain calendar date. This is a model control, which prevents the beginning of a
new growing season during late fall when exceptionally favorable conditions may
occur but persist over a short period only. From a mechanistic point of view, it
mimics genetic memory that has been observed in plants (Thomas and Stoddart,
1980).

20.1.2 From maximum growth to normal growth

The transition from the maximum to the normal growth phase (® = 2 — 3) typ-
ically occurs after a certain number of days, which for deciduous forest and grass-
lands is typically sufficient to attain a certain leaf biomass. In T&C the transition
® = 2 — 3 takes place after a prescribed number of days: dro > dye [day], where
dro [days] are the days from the beginning of ® = 2 and dy/¢ is a model parameter,
which typical value ranges between 10 and 40 [days].
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20.1.3 From normal growth to senescence

The normal growth phase (® = 3) is the classic period of full vegetative growth dur-
ing summer for seasonal plants when the plant allocates products of photosynthesis
to all of the carbon compartments (leaves, fine roots, living sapwood, fruit-flowers,
and carbohydrate reserves). The transition from the normal growth to the senes-
cence state (& = 3 — 4) occurs only for deciduous plants (£ = 1), and is preceding
the onset of unfavorable weather conditions. This transition is less clear than the
one for leaf onset and fewer parameterizations have been proposed in literature. A
simple criterion based on the day length is implemented. When the length of the
day goes below a certain threshold Lgqy < Lday,se [h], the normal growth state is
completed and senescence starts. During senescence there is no more use of carbon
for reproductive purposes (i.e., f; = 0), and photosynthetic compounds are entirely
allocated to the reserve pool.

For grass and herbaceous species (£ = 2) there is a direct transition from the
normal growth to the dormant phase (» = 3 — 1) and the senescence state is not

experienced.

20.1.4 Transition to dormancy

For deciduous species (2 = 1), the end of the senescence state is reached through a
complete defoliation, i.e., when LAI < LAI,;, the plant is considered in a dormant
state (® = 4 — 1) and it is simply waiting favorable conditions to begin a new
growing season.

Herbaceous and grass species (£ = 2) transition from the normal growth phase
to the dormant phase directly (® = 3 — 1) when the length of the day goes below
a certain threshold Lgqy < Lgay,se [h]. Given that many grasses are resilient to
unfavorable conditions and ageing, LAl might also remain above LAI;, during
winter or the dry season, differently from deciduous species. The dormancy phase is
then treated similarly to senescence in deciduous trees, where no more use of carbon
for reproductive purposes is allowed (i.e., ff = 0), and carbon is entirely allocated
to the reserve pool.

The vegetation category = = 2, especially in Mediterranean and semi-arid climates
can have several phenological cycles during a single year, due to moisture pulses
triggering leaf onset in different seasons. For instance, in Mediterranean climates,
grass grows during spring and fall, recovering from the drought induced summer
die-out (Montaldo et al., 2008). Hence, the condition LAI < LAI,;, can lead to a
transition to the dormant state, ® = 3 — 1. Herbaceous plants in dormant state
are then ready to onset new leaves at the arrival of the next favorable season.

20.2 Evergreen phenology

Temperate evergreen phenological transition follows closely the one for deciduous
forest, even though the phenological phases are slightly different. However, the
phenology module is modified to consider the peculiarities of tropical biomes, i.e.
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observed synchronization of new leaf growth and litterfall with sunlight during the
dry season (Huete et al., 2006; Wu et al., 2016).

20.2.1 Transition to a new growing season

In temperate evergreen (2 = 0), the transition toward the initial growth (& =
1 — 2) is characterized by leaf flushing and takes place with the arrival of favorable
weather following photoperiod length, temperatures and soil moisture availability
thresholds as indicated in Section 20.1.1.

For tropical evergreen species (2 = 3), all the environmental controls (photoperiod
length, warm temperatures, soil moisture availability) are always satisfied, which
would imply a continuous normal growth phase without phenological transitions.
However, this is contradicted by observations of a phenological cycle in tropical
forests with most of the leaf flushing and shedding occurring at the beginning of
the dry season with higher solar radiation loads (Wu et al., 2016). Based on the
consideration that dry season greening closely tracks sunlight seasonality (Huete
et al., 2006; Wu et al., 2016), changes in photosynthetic active radiation (PAR) are
used as the driver of leaf development. A new season (& = 1 — 2) is set to be-
gin when APAR > APARy;,, where APAR = <(PAR(t)>30 - (PAR(t)>45>1O is a
smoothed time derivative of PAR and AP ARy, is a specific threshold. The smooth-
ing proceedure is employed to remove the daily and sub-daily oscillations. This is
achieved by computing the 10 days average of the difference between (PAR(t))3p and
(PAR(t))45, i.e. PAR averages over 30 and 45 preceding days, respectively. APAR
is negative when PAR (on average) decreases with time (e.g., with the arrival of the
wet season), positive otherwise (e.g., with the arrival of the dry season). This choice
is guided by the hypothesis that vegetation “senses” the arrival of a new light-rich
dry season by detecting an increase in sunlight availability ( Wright and Van Schaik,
1994) and is in accordance with observations of maximum leaf production one to two
months before the peak in PAR (Wu et al., 2016). Note that a similar mechanism
based on light controls was used to explain observed synchronous flowering in the
tropics (Borchert et al., 2005). The signal (APAR) is a non-istantaneous sunlight
control on rainforest greening as the new season starts when the threshold APARy,
is reached. The threshold APARyy, is theoretically zero (i.e. the new season starts
when APAR switches from negative to positive) but values of 0.75-1 [W m~2 d~!]
are used here to account for the remaining noise in APAR (Manoli et al., 2018).
At the end of stage ®=1 and during ®=2 a large fraction of the assimilated car-
bon is allocated to new leaf biomass N By, to support the observed light-controlled

green-up.

20.2.2 From initial growth to normal growth

For both temperate (2 = 0) and tropical evergreen species (2 = 3), the transition
from the initial to the normal growth phase (& = 2 — 3) occurs after a prescribed
number of days: dro > dya [day], where dro [days] are the days from the beginning
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of ® = 2 and djs¢ is a model parameter as for the other vegetation types that for
tropical forests is typically around 45 [days] .

20.2.3 Evergreens: preparation for the next growing season

Temperate evergreen species (E = 0) transition directly from the normal growth
phase to the subsequent state (& = 3 — 1), preparation for the new season (¢ = 1),
that coincides almost perfectly with the normal growth because evergreen species can
actively assimilate carbon during winter if allowed by meteorological conditions. The
only exception is that allocation to reproductive tissues is inhibited (i.e., f; = 0).
The transition occurs when the length of the day goes below a certain threshold
Loy < Lday,se [h]. Passing through ® = 1 is fundamental because it signals the
plant to be ready for a new initial growth phase, which cannot occur from normal
growth & = 3 directly.

For tropical evergreen species (= = 3), changes in Lq,, are typically quite con-
strained and they would not allow for any phenological transition. Therefore, the
transition ® = 3 — 1 occurs when dro > A... The critical leaf age parameters
A, for tropical forests is estimated to be 270 [days] (Manoli et al., 2018). Even
though allocation dynamics are variable throughout the year (Section 17.3), from a
modeling perspective phase ®=1 is identical to normal growth (®=3) with the only
difference that it allows for the preparation to a new season. The criterion used
for the transition to ®=1 (i.e. df, > Ar.-) ensures that the new season cannot
start before the leaves produced in the previous year have reached maturity. During
phase ®=1, dy, is scaled back as d;,(t +dt) = d10(t) ert to progressively

T 365—AL .
increase allocation to new leaves and prepare for phase ®=2 (Manoli et al., 2018).

20.3 Disturbances and phenology

The normal phenological cycle can be modified by severe disturbances and man-
agement practices. When an external disturbance defoliates the plant reducing the
LAI below the critical threshold LAIL,;, (e.g., a wind-storm, grass cuts or grazing
activity) vegetation can start a new growing season provided that the cause of the
disturbance is not in place anymore and all conditions listed in Section 20.1.1 are
satisfied, e.g., soil moisture, photoperiod length, and temperature conditions are still
favorable.

20.4 Leaf age and new biomass

The new biomass of leaves produced at each time step N Breqs [gC m~2VEG day™?]
can be computed as:

[Cleaf(t) — Cleaf (t — 1) + Sleafdt]

NBreqs(t) = 7 , (455)

where dt is the daily time step. The value of N B,y is inferiorly limited to zero,
since there cannot be a negative production of new biomass. These cases would
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correspond to a lack of new biomass production. The quantity NBr,y is used in
the computation of tissue turnover for tropical evergreen species (Section 17.4).

Another quantity needed to parameterize leaf shedding is the leaf age, which rep-
resents the average age of the leaf biomass. Younger leaves are expected to be shed
at a much slower rate then older ones (Section 17.4). While, leaves of the same tree
may have different ages, especially in evergreens (Figure 40 and Wu et al. (2016))
this is not accounted for in T&C, which tracks a single average age Agy, [day], for
alive leaves, and one Agy, geqq [day] for dead standing leaves:

[LAI(t) — NLAI} [AgL(t —dt)+dt| + Npay dt

Agu(t) = AT , (456)

where Npar [m? leaf area m™2 VEG area] is the new leaf area onset between the
time ¢t — dt [day] and t [day], where dt is the daily time step:

Npar = LAI(t) — LAI(t — dt) — LAy, (457)

where Ny 47 is only computed when it is positive and LAty [m2 leaf aream™2 VEG area)
represent the LAI of leaves turned over during the time step dt. Equivalently, the
age of dead leaves can be also estimated as:

[LA[dead(t) — NLAI,dead] [AQL,dead(t —dt) + dt] + N1 AT dead dt

Agr dead(t) = LAIeqq(t) 7

(458)

where Npardead [m? leaf area m=2 VEG area] is the new leaf amount of dead
leaves between the time ¢ — dt and ¢ [day], computed similarly to Eq. (457) but for
dead leaves.

Finally, the number of days from the beginning of the maximum growth phase
® =2, dro [days], which is used to modify allocation fractions for tropical seasonal
evergreen species (= = 3) (Section 17.3.1) is computed incrementally dro(t + dt) =
dro(t) + 1 during phenological phases ® = 2 and ® = 3 but is scaled back dro(t +
dt) = dpo(t) — 365/(365 — A.p.), during ® = 1. This model formulation serves to
bring dro back to zero, and therefore to progressively increase the allocation to new

leaves, in preparation of the next growing season.
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Figure 40: An example of leaves with different ages, picture taken in late October in a
chestnut (Castanea sativa) deciduous wood in Tuscany.
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20.5 Relative photosynthetic efficiency

There is evidence that leaf age or photoperiod can affect photosynthetic capacity
(Wilson et al., 2001; Bauerle et al., 2012) and parameterizations of relative pho-
tosynthetic efficiency, e,¢ [—], depending on these quantities have been proposed
(Krinner et al., 2005; Medvigy et al., 2009; Bauerle et al., 2012). In T&C, e,.¢ is
modified only for deciduous species (£ = 1) and tropical evergreen species (Z = 3)
using two different parameterizations supported by recent literature results.

For deciduous species, which are experiencing a variability in the seasonal day
length, photosynthetic efficiency e,..; is parameterized as function of the day length

Lgqy and maximum day length for a given location Lguy maz (Bauerle et al., 2012):

Liay \°
ey — <M> . (459)

Lday,max

For tropical evergreen species photosynthetic efficiency e,.; is parameterized as a
function of leaf age Agy, [day], and the fraction between the new biomass created in
the previous 30 days NBpcqr30 [9C m~2VEG day~!] and the current leaf biomass
Cleayt, following Wu et al. (2016):

30N Breat,30

, 460
C’leaf ( )

A
e = 1.6104 — 0.0601% —1.2007

with e, superiorly limited to 1. This parametrization accounts for the fact that
photosynthetic efficiency is lower for young and old leaves while it is maximal for
mature leaves (Wu et al., 2016). The coefficient are derived using data observed in
Wu et al. (2016) for a seasonal tropical forest in the Amazon (Manoli et al., 2018).

Given the even larger uncertainties in the parametrization of e, for grass (£ =
2) and normal evergreens (= = 3), T&C always considers a constant maximum
photosynthetic efficiency for these plant life forms, e.g., e,..; = 1.
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21 Soil biogeochemistry

21.1 Litter generation

Litter is produced by the plant as a consequence of tissue turnover due to ageing
and environmental stresses or because of disturbances and management actions (Sec-
tion 22). The total carbon export, Cezport [g C m~2VEG day~1], from the plant to
the litter pools and mycorrhizae in absence of major disturbances and management

is:
Ce:r:port = Sflfr + Swood + Sldea + Sroot + Rexmy ’ (461)

where the terms in the right-hand-side of the equation represent the carbon turnover
fluxes (turnover of reproductive tissues Sy f., woody tissues Syooq, standing dead
leaves Sjgeq and fine roots Syoet), and Rezmy is the rate of root exudation and export
to mycorrhizae (Section 17.3.2). The total export from the plant of nitrogen Negport
l[g N m~2VEG day~!], phosphorus Peyport [ P m™2V EG day~'], and potassium
Kezport [ K m™2VEG day™!] are:

Sldea Sflfr Sroot Swood
N, = 1-— 462
export CNld + 7, CNf + TNC( ftransf,r) CNT CNh s ( )
Sldea Sflfr ST‘OOt Swood
export CPy +rp, CPf + TPC( ftmnsf,r) CP, + CP, 5 ( )
Sldea Sflfr Sroot Swood
K = 1-— 464
export CKld + K, CKf + TKC( ftransf,r) CKT CKh 5 ( )
where the plant relative nutrient concentrations for nitrogen ry, [—], phosphorus rp,
[—], and potassium rg, [—] are described in Section 17.3.5 and the other terms are

previously defined. The total nutrient export in the form of litter (e.g., Negport for
nitrogen) differs from the nutrient export from the plant (e.g., Negport,1) computed in
Eq. (414) because of the buffering effect of standing dead leaves (Section 19.1). The
term Sjgeq is indeed the flux of leaf abscised from the plant and CNyg [¢C g N1
is the carbon to nitrogen ratio of standing dead leaves, while Sy, is the turnover
rate of live leaves. The variable C' Ny, and equivalently CPy [gC g P~1] and CKyq
[gC g K _1}, are computed as the ratio of the carbon Cj4., and nutrient contents
(Nideas Pldea, Kidea) in the standing dead leaves. The nutrient content of standing
dead leaves is a prognostic variable that is computed as:

ledea Sleaf Sldea
= 1 — firans - ) 465
dt (L= Jeransi) G T N (465)
dPldea Sleaf Sldea
= 1 — firans - ) 466
o 7p.(1 = firansyi1) CP OBy (466)
dKldea Sleaf Sldea
- = 1- rans - : 4
dt ri(L= Jiranst) SR ~ Gy (467)

The nutrient content in the dead leaves is therefore a function of the relative nutrient

concentration, resorption coefficients (firansfi and firansy,r), and the rates of leaf
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turnover and abscission.

The total carbon exported by the plant in litter form is subdivided in eight chem-
ically different fluxes Ic jiteri [9C m~2VEG day~"], which serve as inputs to the
litter pools that are described in the following. One additional flux corresponding
to the carbon export to mycorrhizal Iy [¢C m™2VEG day~!] is computed in
Section 17.3.2 (Ipye = Rex,2). Eight distinct carbon fluxes are necessary because lit-
ter is subdivided between belowground and aboveground compartments and among
woody, metabolic, and structural components, with the structural and woody lit-
ter in turn subdivided into non-lignin and lignin components (Fig. 42, see further
explanations in Section 21.2). The woody litter is separated from structural litter
only in the aboveground, while in the belowground compartment woody debris is
assumed to contribute directly to metabolic and structural litter.

Icitter1 = fmetSidea + fmet, frSfifr (468)
Iciitter2 = (1= fmet)Sidea (1 — Ligyry) +

(1= fmet,gr)Ssupr (1 — Ligpr.pr) , (469)
Icitters = (1= fmet)Sidea Ligpry + (1 = funet,fr)Sypipr Ligsr fr s (470)
Icittera = fabSwood (1 — Ligerw), (471)
Icitters =  fabSwood Ligfrw (472)
Icitter6 = Rew,1 + fmetrSroot + fmet,w(1 — fab)Swood ; (473)
Iciitter7 = Rexs+ (1= fimet,r)Sroot(1 — Ligsr,) +

(1 = fmetw)(1 = fab)Swood(1 — Ligfraw) , (474)
Icjitters = (1= fmet,r)SrootLigpry +

(1 = frmetw) (X = fab)Swood Lig frouw » (475)

Inye = Rez2, (476)

where the name and meaning of the different litter pools Cl;tter is specified in Table
3. The term f, [—] is the aboveground fraction of the Cheqy pool. The terms
Lig¢rp lg Lignin g DM ™! are the lignin to dry mass ratios (e.g., concentrations)
in the different pools p (with p corresponding to leaves [, fruits fr, root r, and
heartwood/dead sapwood w). The turnover fluxes and R, components are defined
earlier. Note that root exudation R, 1 is considered to flow entirely to the metabolic
belowground carbon pool, while carbon investment in root nodules for biological
fixation R, 3 are added directly to the structural non-lignin litter pool.

The fraction of metabolic fyetp [—] versus structural f,., [—] litter is computed
for each pool p (leaves [, fruits fr, root r, and heartwood /dead sapwood w) based on
the lignin to nitrogen ratio (Parton et al., 1988; Krinner et al., 2005; Orwin et al.,
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2011):

CN,
fmetp = 0.85—0.018 < - £ 2Lz‘gfr,p> , (477)
Ne

fstr,p = 1- fmet,pa (478)

where CN,, [¢gC g N is the carbon to nitrogen ratio of a given pool p and Ligy,,
needs to be multiplied by 2 to obtain the [g Lignin g C~1], since the carbon content
of dry mass is roughly 0.5 [¢C g DM 1] (Thomas and Martin, 2012). The lignin
content of a given tissue is a model parameter prescribed in the list of stoichiometric
parameters (Table 2). The expression in Eq. (477) allocates progressively more
carbon to structural litter when the lignin content of the tissue increases or the
nitrogen content decreases as illustrated in Figure 41.

0.8

0.2r 7

O 1 1 1
20 40 60 80 100 120 140 160 180

CNp [gC / gN]

Figure 41: Fraction of metabolic fp,e: [—] litter as a function of carbon to nitrogen ratio
CN, [¢gC g N~1] for various levels of lignin to dry mass ratio Ligy,, [g Lignin g DM ~1].

Each nutrient has only three litter pools (aboveground, belowground and above-
ground woody). For nutrients T&C do not distinguish between lignin versus hemicel-
lulose/cellulose compartments and the distinction between structural and metabolic
litter nutrient pools is pre-imposed using a ratio between the structural and metabolic
C:N equal to 5 as suggested in the original CENTURY model and used in subse-
quent developments (Parton et al., 1988; Kirschbaum and Paul, 2002). Therefore,
the nitrogen input to the three litter pools is computed as:

S St
IN,litter,sur C’ljci;; +rn, Cf]\];; (479)
S
IN,litte’r,wod = fab 61,1);[0; (480)
S, S
IN,litter,ssr = ’I“Nc(l - ftransf,r) root + (1 - fab) wood ) (481)
CN, CN,

where In jitter sur [9 N m~2VEG day~'] is the nitrogen input to above-ground non-
woody litter, In jitterwod [N m 2 VEG day™'] is the nitrogen input to above-
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ground woody litter, and Iy jitterssr [N m 2 VEG day~!] is the nitrogen input
to belowground litter. Equivalent expressions can be written for phosphorus and
potassium.

The fluxes entering the various pools are computed for unit of vegetation and thus
they must be integrated over the entire computational element to calculate the total
input to any given litter pool at the element scale (Table 3). The total input for
unit of ground area I[jse, [gC m~2 day_l] is computed as a weighted sum of the
crown areas Cerown (Section 2.2) and summing litter inputs from upper and lower
vegetation:

liitter = Z CCTOTU”J (Il]itter,H + Iijitter,L) ’ (482)
J

where Ijjier, g and Ijjger, 1, are the flux of litter from high and low-vegetation respec-
tively.

21.2 Litter Carbon budget

The carbon decomposition rates of the eight litter pools (Table 3 and Fig. 42)
are assumed to follow linear kinetics as in the original version of the CENTURY
model and subsequent modifications (Parton et al., 1988, 1993; Kirschbaum and
Paul, 2002). This formulation relies on the assumption that microbial communities
are typically not representing a limiting factor for aboveground (air-exposed) litter
decomposition, and therefore decomposition rates can be assumed to scale linearly
with the litter mass. Interactions with macrofauna are also neglected, even though
they might be important in specific conditions (Fahey et al., 2013). In the soil, such
a hypothesis is more critical but it is maintained for simplicity, considering that
belowground C-litter represents a rather small portion of the total belowground soil
organic carbon. Eight distinct C-litter pools are simulated explicitly, as turn-over
times and nutrient composition of belowground and aboveground compartments, and
metabolic, structural, and woody litter can differ greatly (Kirschbaum and Paul,
2002). Furthermore, chemical composition in terms of litter lignin concentration
affects decomposition rates (e.g Freschet et al., 2012) and is explicitly accounted for
in the model. Note that even though eight distinct C-litter pools are simulated,
only five pools are physically separated in reality since the separation within the
structural and woody components is just based on the chemical composition. The

mass balance of each litter carbon pool is computed as:

dclitter,i

7 = Icyitteri — Di Clitter;i » (483)

where Clitter.i [9C m™2] is the amount of carbon in pool i, I jisteri [ C m™2 day™']
is the carbon input and D; [day~!] is the decomposition rate of the litter pool
i, which is function of intrinsic chemical properties (via decay coefficients k;) and
environmental conditions (Fig. 42).

An additional variable that can be computed is the total aboveground litter mass
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Biitter [kg DM m~—2], which is used to compute litter resistance for each crown area
in Section 6.5. This term is computed summing the aboveground Cj;ste,; terms as:

Blitter = 0.002 Z?:l Clitte’r,i Ccrown-

Woody material
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Figure 42: A scheme of the 8 litter carbon pools simulated by the model. Aboveground
litter pools are subdivided in metabolic, structural and woody and belowground pools
are subdivided in metabolic and structural only. Decomposition rates D;, respiration
coefficients r; and carbon use efficiencies CUFE; (r; = 1 — CUE;) are also illustrated.

The distinction between metabolic and structural pools is mostly used in the soil-
biogeochemistry modeling literature (Parton et al., 1988; Kirschbaum and Paul,
2002; Yang et al., 2009; Zaehle and Friend, 2010), however the link between these
pools, measurable quantities, and the litter generated by different plant tissues re-
quire additional explanations. This subdivision maps onto observable litter fractions,
because the metabolic component can be regarded as the hot-water extractable lit-
ter, while the structural non-lignin and lignin components can be regarded as the
acid-soluble (hydrolyzable) and acid-insoluble (unhydrolyzable) fractions as defined
in more recent models (Campbell et al., 2016; Robertson et al., 2019). A link with
plant tissue components can be also made (Poorter, 1994; Poorter and Villar, 1997;
Kogel-Knabner, 2002), if we consider that metabolic pools mostly encompasses pro-
teins, starch, fructans, NSC and chlorophyll that are typically characterized by fast
decay times. Conversely, the litter structural pools are characterized by slower decay
when compared to metabolic pools and include mostly cellulose and non-cellulose
(hemicellulose-pectin) and also tannin, poliphenols, lipids and cutine. Lignin is con-
sidered as a separate pool to track the lignin content in the structural and woody
pools. The metabolic litter is assumed to be lignin free. Each pool is characterized
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by a decay coefficient k;, which determines how fast or slow a given pool is turning

over under standard environmental conditions and by a carbon use efficiency CUE;,

which controls the fraction of carbon respired r; = 1 — CUE; in the process of litter

decomposition (Table 3).

Litter Pool Description CUE; base Decay coefficient k;
Clitter,i [7] [day_l}

1 Aboveground Metabolic CUEmet,sur = 0.45 Emet,sur = 1/12.5

2 Aboveground Structural (Cell./Hemicell.) | CU Estr,sur = 0.55 kstr,sur = 1/46

3 Aboveground Structural (Lignin) CUFEstr,sur = 0.55 kstr,sur = 1/46

4 Aboveground Woody (Cell./Hemicell.) CU FEwod,sur = 0.55 kwod,sur = 1/150

5 Aboveground Woody (Lignin) CUEwod,sur = 0.55 kwod,sur = 1/150
CUEmet,ssr = 0.45 Emet,ssr = 1/10

7 Belowground Structural (Cell./Hemicell.) | CU Esir ssr = 0.45 kstr,ssr = 1/37

8 Belowground Structural (Lignin) CUFEstr,ssr = 0.45 kstr,ssr = 1/37

Table 3: Description of the eight pools used to represent different characteristics and
composition of litter in T&C, standard carbon use efficiencies (when temperature and
stoichiometric dependencies are not considered) and decay coefficients at a reference tem-
perature of 40 °C, as given by Kirschbaum and Paul (2002). Cell. stands for cellulose
and Hemicell. for hemicellulose. Different colors in the numeration and description are
lumping the five physically separated litter pools (see also Fig. 42). A link with observ-
able quantities can be made because the metabolic component can be regarded as the
hot-water extractable litter, while the structural non-lignin and lignin components can be
regarded as the acid-soluble (hydrolyzable) and acid-insoluble (unhydrolyzable) fractions.

The non-lignin and lignin pools in the structural (belowground and aboveground)

and woody compartments are physically connected and therefore the decay coeffi-

cients and CUEs are identical. However, the lignin content affects the litter decom-

position rates D [day~!], since the rates are dependent on the amount of lignin (the

exponential argument in the equations below), which is considered an inhibitory
factor for decomposition (Parton et al., 1988; Kirschbaum and Paul, 2002). Ad-
ditional factors controlling the litter decomposition rates D [day™!] are air or soil

temperature and soil moisture:

D) =

Dy =

Dy =

Dy =

kmet,sur le )

kstr,sur le €xp <

-5 Clitter,S >

Clitter,2 + Clitter,3
-5 Clitte'r,3 )

Clitter,2 + Clitter,3

kstr,sur le €xp <

kwod sur le exp (
’ Clitter,4 + Clitter,5

kwod, sur le €xp (
’ Clitter,4 + Clitter,5

kmet,ssr fT2 fSM.Litter )

-5 ClitteT,S >

-5 ClitteT,S )

kstr,ssr fT2 fSM.Litter €xXp <

-5 Cl'itter,S >
Clitter,7 + Clitter,8

kstr,ssr fT2 fSM.Litter €xp <
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-5 Clitter,8 )
Clitter,7 + Clitte'r,B
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(488)
(489)

(490)
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where the k; [day~!] are the litter decay coefficients defined in Table (3), fr1, fr2
are temperature dependent functions for decomposition at a reference temperature
of 40 °C' and fsas Litter is a soil moisture dependent function applied only to the
belowground litter pools, since aboveground litter moisture content is neglected (see
Section 21.5 for the definition of these environmental dependencies).

The total litter respiration Ry, and subsurface litter respiration Ryster ssr 9 C m~2 day~1]
can be computed directly from the litter decomposition:

8
Rlitter = Z Dz Cl'itter,i T, (492)
=1
8
Rlitter,ssr = Z D; Clitter,i ) (493)
=6

where r; are the respiration coefficients for the eight different carbon litter pools,
derived from the carbon use efficiency CU E;:

ry = I—CUEZ'. (494)

An option to introduce a temperature dependence of the carbon use efficiency can
be added in T&C (Wang et al., 2013):

ri = 1—min[CUFEnqs, CUE; +mp (Thg — Trey)] » (495)

where C'U Epq, = 0.6 is the maximum physiological limit to carbon use efficiency
of microbial biomass (Sinsabaugh et al., 2013), CUE; [—] is the carbon use effi-
ciency corresponding to a given C-litter pool (Table 3), mz [°C~1] is a temperature
sensitivity coefficient of CUE (Devevre and Horwath, 2000; Wang et al., 2013; Li
et al., 2014), Ty [°C] is the soil temperature in the biogeochemically active zone,
and T,y = 20°C is a reference temperature.

Rather than using prescribed values of CU E; from Table 3, CU E; can be also com-
puted using the carbon to nitrogen ratio of the litter pool and therefore accounting
for stoichiometric dependencies of CUE;. Litter bag decomposition studies showed
that carbon use efficiency is not a constant or a simple function of the amount of
recalcitrant carbon compounds (e.g., lignin), but it also depends on the nutrient stoi-
chiometry (Manzoni et al., 2008; Sinsabaugh et al., 2013). Specifically, CUE tends to
increase for nutrient rich substrates and decreases when the carbon to nitrogen ratio
is large. The expression derived by Sinsabaugh et al. (2013) from a meta-analysis of
published studies can be used to compute litter CU E;:

CUEpaz

CUE; e
! 1+0.015CN;’

(496)

where C'N; is the carbon to nitrogen ratio of a given litter pool (e.g., Eq. 503-507).

The default option in T&C is to use constant values of CUFE as specified in Table
3. However, temperature (Eq. 495) and stoichiometric (Eq. 496) dependencies can
be enabled if there is an interest in simulating CUE variability.
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The fraction of decomposed litter that is not respired represents the carbon in-
put to the particulate organic carbon (POC) (Section 21.4). Specifically, the inputs
to the POC carbon pools are computed separately for lignin Ipoc iy and cellu-
lose/hemicellulose Ipoc,ce; compounds:

Ipocyig = (1 —r3)D3Cligter,s + (1 —15)D5 Clitter,s
+(1 — r8) Dg Clitter,s » (497)
Ipoccer = (1 —=11)D1Clitter1 + (1 —1r2) D2 Clitter2 + (1 — 16) De Clitter.
+(1 = r7) D7 Clitter,7 + (1 — r4) D4 Clitter.a - (498)

During the litter decomposition process a fraction of carbon A Ipoc e is assumed
to directly contribute to the dissolved organic carbon (DOC) pool, with A. [—]
representing the C-leaching coefficient.

Note that litter inputs are computed for unit of ground area, while all the sub-
sequent soil biogeochemistry dynamics are computed for unit of soil mass (Section
21.4) therefore a unit conversion operation is needed. Given the lumped treatment
of soil-biogeochemistry processes in T&C the conversion from [gCm~2day~ ] to
[gC g soil~! day™!] is computed as:

Iroc [gCm™? day™']
Zbiog Pd

Ipoc [9C gsoil " day™"] = ; (499)

where Zyiog [m] is the depth of the biogeochemically active zone and pg [gm ™3] is

the bulk density of dry soil.

21.3 Litter Nutrient budget

While there are eight carbon litter pools, nutrient (N, P, and K) dynamics are only
tracked in three litter pools. In the following, the notation refers only to nitrogen but
equivalent expressions can be written for phosphorus and potassium. The three pools
are aboveground litter (Njster sur), belowground litter (Njzer ssr), and aboveground
woody litter (Njtterwod). Only three pools are necessary because lignin does not
contain N and the distinction between structural and metabolic nutrient pools is
pre-imposed assigning a fixed ratio rony = 5 between the structural and metabolic
C:N ratios (Parton et al., 1988; Kirschbaum and Paul, 2002). When the r¢on value is
prescribed, tracking a single litter pool is sufficient to know at any time the amounts
of nitrogen in the metabolic and structural pools. The mass balances of the litter

nitrogen pools are:

leitter,sur o INZ‘ _ DIClitter,l _ D2Clitter,2 + D3Clitter,3 (500)
dt B ttersur C’]Vmet sur CNst'r sur ’
dNiitter wod DyClittera + D5Clitters
zd;r L = IN,litter,wod - : é’TN p L ) (501)
wod,sur
leitter,ssr — Ivo _ Dﬁclitter,G _ D7Clitter,7 + DSClitter,B (502)
dt N litter,ssr CNmet,ssr CNst'r,ssr ’
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where the carbon to nitrogen ratio can be computed for each litter type as:

Clitter 1
CNpet = - ; 503
mehsur (1 - fstr,sur)Nlitter,sur ( )
Clitter + Cls
CNstr,sur _ litter,2 litter,3 : (504)
fstr,sur Nlitter,sur
Clittera + Cii
CNde = litter,4 litter,5 : (505)
’ Nlitter,wod
t, — )
mebesr (1 - fstr,ssr)Nlitter,ssv“
Clitter7 + Cls
CNstr,ssr _ litter,7 litter,8 ) (507)
fstr,ssr Nlitter,ssr

The fraction of nutrients belonging to the structural litter in the aboveground and
belowground compartments for sur and fsi sor are:

1

fatrour = 1= 1+ Clitter2+Clitter,3 ’ (508)

ronNClitter,1

1

fStT’SST - 1 - 1 _|_ Clittcr,7+clitter,8 ) (509)

reNClitter,6

The expressions above are analytically derived to preserve a ratio of structural to
metabolic C:N equal to ron. Even though Eq. (508) and (509) are computed using
the carbon to nitrogen ratio, the fractions fs, sur and fsrssr are subsequently ap-
plied to all the other nutrients, expecting the same relative (not absolute) proportion
between structural and metabolic nutrient content as for nitrogen.

The input of nitrogen to the SOM nitrogen pool Ispmnit [g N gsoil ™ day™!] is
computed using the carbon decomposition rates D; Cjtger; [gC g soil™! day_l] and
the carbon to nitrogen ratio of each pool:

D1Clitteri . D2Clitter,2 + D3Clitter3 n DyClitter.a + D5Clitters

Toommit =
som,nit CNmet,su'r CNst'r,suT CNwod,sur
DeClitters | D7Clitter7 + DsClitters (510)
CNmet,ssr CNSW7537"

During the litter decomposition process a fraction of nitrogen Ay, Isom nit is assumed
to directly contribute to the dissolved organic nitrogen (DON) pool (Section 21.6),
with A, [—] representing the N-leaching coefficient.

In a similar manner of Eq. 510 inputs of phosphorus Isom pho [g P ¢ soil ™! day™1]
and potassium Isom pot [g K gssoiF1 dayil] to the soil organic matter can be com-
puted, with the respective fractions A\, Lsom pho and A Igom pot contributed to the
dissolved organic phosphorus (DOP) and to the mineral available potassium pool
Knin. We assumed that C, N and P are leached completely in organic form, while
K is leached in inorganic form. Potassium is not a constituent of biomolecules and
due to its high solubility can be easily and quickly leached during the decomposition
process (Sardans and nuelas, 2015). Therefore, organic matter in soils contains a
relatively small amount of K. Phosphorus is assumed to be leached in a small propor-
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tion. This is reflected in a much higher leaching coefficient for K and smaller for P in
comparison to C and N (Table 4). However, recent results from litter decomposition
studies also suggest A\, > A, since P is predominantly contained in soluble organic
forms (Manzoni, 2017). Thus, these values may be modified for future applications

when nutrient leaching is of primary importance.

Leaching coefficient Description Reference Value
Ae C-leaching fraction 0.0015
An N-leaching fraction 0.0015
Ap P-leaching fraction 0.0001
Ak K-leaching fraction 0.90

Table 4: Description of the values used for the leaching coefficients, their order of mag-
nitude was estimated in the model development phase to obtain realistic amounts of
dissolved organic matter in leaching water.

21.4 Soil Organic Carbon (SOC) budget

Traditionally, models have represented soil organic carbon (SOC) subdivided in
three pools- fast, slow, and passive (Parton et al., 1988; Foley, 1995; Sitch et al.,
2003; Krinner et al., 2005; Sato et al., 2007). These pools were characterized by
linear kinetics and different decay rates in an attempt to preserve variability in de-
composition for different degrees of soil organic protection or recalcitrance of the
substrate (Talbot and Treseder, 2012; Freschet et al., 2012). Traditional models do
not distinguish between substrate and microbial biomass and therefore implicitly as-
sume that microbial biomass is not a limiting factor in SOC decomposition. Models
with an explicit separation of substrate and biomass and higher order kinetics have
been also introduced (Manzoni and Porporato, 2009), even though applications in
ecosystem models are still limited (Orwin et al., 2011; Wieder et al., 2014, 2015;
Abramoff et al., 2018; Robertson et al., 2019). Lumping together different fractions
of soil organic carbon in these three pools creates a discrepancy between modeled
quantities and the measurable SOC fractions in the soil and it does not allow to
properly represent physical and chemical processes (Siz et al., 2001; Schmidt et al.,
2011; Abramoff et al., 2018). For instance, Siz et al. (2002) identified different SOC
protection mechanisms defining at least four functional pools of SOC: biochemi-
cally protected (due to presence of recalcitrant C-compounds), physically protected
(related to microaggregate and soil structure, e.g., microaggreagrate embedded in
macroaggregrate), chemically protected (association of carbon with silt and clay
particles), and unprotected SOC.

In T&C, we follow the separation of SOC fractions proposed by Wang et al. (2013)
for the MEND model introducing a few changes. The C-substrate in the soil is sep-
arated into particulate organic carbon (POC), mineral-associated organic carbon
(MOC, Cpoc), and dissolved organic carbon (DOC) (Figure S3 and 43, 44). Phys-
ically, POC corresponds to the soil organic carbon associated with particle size >
53 pum, while MOC refers to the fraction with particle size < 53 um (e.g., Aoyama
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et al., 1999; Wang et al., 2013). MOC typically corresponds to the physiochemi-
cally protected SOC and its turnover rate can be orders of magnitude slower than
for POC (Conant et al., 2011); DOC is instead immediately available to microbes
provided the appropriate environmental conditions are met. The POC fraction is, in
turn, subdivided according to its chemical composition into POC-lignin, C iy and
POC-cellulose/hemicellulose, Cpoccer- This separation follows the rationale of the
MEND model that accounts for the fact that POC-lignin is decomposed by oxida-
tive enzymes (ligninases) produced only by fungi, while POC-cellulose /hemicellulose
is decomposed with hydrolytic enzymes (cellulases) produced by both bacteria and
fungi (Wang et al., 2012, 2013), leading to different decomposition rates. Note that
in this representation, the role of soil aggregates that provide physical protection
to organic matter (Abramoff et al., 2018), is not explicitly modeled and only the
chemical composition of POC is considered.

Representing and modeling SOC pools that correspond to measurable fractions,
does not automatically imply a mechanistic description of SOC dynamics. SOC de-
polymerization and ultimately decomposition is mediated by extracellular enzymes
that are produced by different microorganisms (Conant et al., 2011; Sinsabaugh
et al., 2014; Manzoni et al., 2016). Extracellular enzymes and the different organ-
isms composing the soil microbial community should be represented if a mechanistic
description of SOC decomposition is sought. For this reason, an explicit representa-
tion of microbial mechanisms of soil C cycling and the role of extracellular enzymes
has been recently introduced in a few models (Allison et al., 2010; Orwin et al.,
2011; Wieder et al., 2013, 2014, 2015) following the pioneering work of Schimel and
Weintraub (2003). When compared to the assumptions of conventional first-order
decomposition models (Parton et al., 1988), SOC decomposition rates do not depend
only on the size of the soil carbon pools but also on the size of the extracellular en-
zymes, which in turn depend on the size and activity of the microbial pools (Schimel
and Weintraub, 2003). Modeling enzyme kinetics and microbial pools require as-
sumptions on the kinetics and parameters used to simulate SOC decomposition,
microbial life cycles, and enzyme production (Wang and Post, 2012; Wang et al.,
2012, 2013; Manzoni et al., 2016; Schimel et al., 2017). In general, it is more diffi-
cult to parameterize microbial and enzyme explicit models than first-order kinetics,
because few estimates of the maximum specific reaction rates, half-saturation con-
stants, and turnover rates have been presented outside of the literature on aquatic
systems (Moorhead and Sinsabaugh, 2006; Lawrence et al., 2009). The uncertainty
around parameter values (not to mention structural uncertainties) hampered the
development of a mechanistic representation of SOC dynamics. However, recently,
studies as the one of Wang et al. (2013) have provided estimates and plausible ranges
for many parameters needed in mechanistic SOC models, and metanalyses are be-
coming progressively available to constrain the relative magnitude of some model
parameters (Sinsabaugh et al., 2014, 2015; Allison, 2017; Xu et al., 2017).

When compared to other models including extracellular enzymes and microbial
pools, T&C further separates the microbial organisms into four categories (Fig. 43
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and 44): (i) bacteria Cpqc, (ii) saprotrophic fungi C'yy, (iii) arbuscular mycorrhizae
Can, and (iv) ectomycorrhizae Cgps. Arbuscular mycorrhizae (AM), and ectomyc-
orrhizae (EM) can co-occur in an ecosystem, but commonly one of the two types is
dominant (Finlay, 2008; Brundrett, 2009; Shi et al., 2016), which partially reduces
the number of SOC pools.

In any given computational element (e.g., grid cell), the term EM [—] indicates
the areal fraction of plants associated with ectomycorrhizal, with 1 — EM corre-
sponding to the areal fraction associated with arbuscular mycorrhizal. Mycorrhizal
fungi, conversely to bacteria and saprotrophic fungi, are unable to feed on DOC
and receive their carbon only from the host plant (Koide et al., 2008; Finlay, 2008;
Johnson et al., 2013) (Section 17.3.2). However, ectomycorrhizal fungi can produce
extracellular enzymes, which degrade SOC and produce DOC subsequently used by
other microbes (Read et al., 2004; Talbot et al., 2013; Lindahl and Tunlid, 2015).
Extracellular enzymes used for the degradation of POC and MOC produced by bac-
teria and fungi are separated, for a total of four extracellular enzyme pools Cepy,
Cep.fr Cemps Cem,f, which correspond to the enzymes for decomposition of POC
(subscript ep) and MOC (subscript em) produced by bacteria and fungi (subscripts
b and f), respectively. The DOC derived from the depolymerization of SOC due
to extracellular enzyme produced by bacteria and fungi is also accounted for sepa-
rately in the Cpoc, and Cpoc, s pools. This separation reflects the fact that enzyme
production, SOC depolymerization, and DOC acquisition are typically occurring in
very localized areas or niches of microbial activity (Allison, 2005; Tecon and Or,
2017). Such an assumption is also necessary in the model, since the alternative of a
unique DOC pool, where bacteria and fungi feed on the same DOC, did not provide
realistic results. With a single DOC pool, a dominant microbial organism (fungi or
bacteria) always emerged as a function of the specific model parametrization. This
is not observed in nature, where multiple organisms and communities with different
characteristics co-exist (Fierer and Jackson, 2006; Fierer et al., 2009).

A carbon pool corresponding to soil macrofauna C.,, is also explicitly modeled
in T&C because macrofauna activity can consume a non-negligible portion of soil
carbon for its metabolism, with impacts on soil carbon cycling (Lubbers et al., 2013;
Ruiz et al., 2015). Soil macrofauna can include different groups, e.g., acari, collem-
bola, enchytraeids, nematoda, and earthworms (Fierer et al., 2009), but the overall
parameterization of macrofauna in T&C is tailored to earthworms, which often rep-
resent the largest mass fraction of soil macrofauna. Soil macrofauna is modeled to
feed exclusively on POC, because of its higher carbon density when compared to
DOC and easier accessibility when compared to MOC. Furthermore, soil macrofuana
is assumed to interact only with belowground soil carbon and thus does not affect
litter decomposition (Section 21.2). In other words, modeled macrofauna should be
mostly regarded as having the characteristics of endogeic earthworms. The activity
of anecic and epigeic species of earthworms that feed on surface litter can be quite
significant (Fahey et al., 2013) but it is not modeled and can be only implicitly
included in the first order litter decay parameterizations.
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21.4.1 SOC pools

The temporal dynamics of Cpoctig, Cpoc,cel; Cmoc; Cpocyp, and Cpoc, s, with all
the pools in [gC gsoil~!], obeys the following set of coupled first order ordinary
differential equations (see also Figure 43):

dCpoc,i
% = Ipocyig — Fa,
dC I
% = (1 - )\C)IPOC,cel - FQCb - Fch + (1 - gd)(FSb + F8f + Fgam + Fgem + Mew)
_Few)
dC,
dntm = (1 — fa)(Fou + Focp + Foc) — Fay — Fay,
dCpoc,p
T = Tuf ACIPOC,cel + fd(FQCb) + Tvf gd(FSb + F8f + Fgam + Fgem + Mew)
+F3p + Fioep,p + Froem,p — F1o — Tor Lk, pOC
ACpocs  _ (1 oy nd Foer + F 1- Fa + Fy + F M,
C ,C€ C, am em ew
= = (L —=rpp)Aelpocice + fa(Facy + For) + (1 — r4¢)9a(Fap + Fsp + Fram + Fyem + ) +
F3p + Fioep,t + Fioem,r — Fif — (1 = rp5) L. poC
where A\, [—] is the C-leaching coefficient and I POC,lig IPOC,cel are the inputs to

the POC carbon pools from litter decomposition, separated for lignin and cellu-

lose /hemicellulose compounds as defined in Section 21.2. The term ryr = Cpocp/(Cpocy+

Cpoc,f) is the ratio between the DOC available to the bacteria and the total DOC,
Li.poc [9C gsoil™! day™'] is the DOC leaching at the bottom of the soil column
(Section 21.9). The term g4 [—] is the fraction of dead microbes allocated to DOC,
fa [—] is the fraction of decomposed POC allocated to DOC, and 1 — f; is allo-
cated to MOC. The terms F.,, and M., [gC gsoil~' day~!] are the macrofauna
carbon assimilation and mortality rates, respectively. The soil carbon fluxes F),
[gC g soil™! day~!] are defined below. Briefly, Fj, corresponds to microbial carbon
assimilation rates, F5, corresponds to POC decomposition rates, F3, corresponds to
MOC decomposition rates, Fg, corresponds to microbial mortality rates, and Fig,
to the turnover rates of extracellular enzymes, where = indicates a general subscript
referring to a specific microbial or enzyme type.

The temporal dynamics of the four extracellular enzyme pools Cep, 1, Cep, ¢, Cem b,

Cem, s 1s:
d(ji?’b = Foepp + 1o Foep,em — Floep ; (516)
d%f”f = Foep,r + (1 = 7o) Foep.em — Fioep,f - (517)
dC;;n,b = Foemp + TofFoem,em — Floem.b » (518)
dC;;n’f = Foem.r + (1 — o) Foemem — Floem. f » (519)

where the fluxes Fy, [¢C gsoil~! day™!] are the productions of the extracellular
enzymes used for the decomposition of POC and MOC, which are defined in the
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Figure 43: Scheme illustrating carbon fluxes among pools composing soil organic carbon
(e.g., Cpoc,iigs Cpoc,cets Cmoc, Cpoc,ps Cpoc,fs Cepp, and Cep ) mediated by bacteria
Chac and saprotrophic fungi Cryy, -

following section 21.4.2.
The dynamics of bacteria Cjq., saprotrophic fungi Cfyy,, arbuscular mycorrhizal
Can and ectomycorrhizal Cgyy fungi are computed as follows (Figure 44):

dZ?c = Fu— (Fap + Fsp) — Fsy — (Foeps + Foem) » (520)
d%?n = iy = (Fay + Fsp) = sy — (Foep,r + Foem,f) (521)
dc;;M = (1= EM)Inyc — Fsam — Bim,am (522)
dc:iM = (EM)Inyc — Fsem — R et — (Foep.em + Foemem) » (523)

where the carbon export to arbuscular mycorrhizal and ectomycorrhizal I,y = Rez 2
is computed in Section 17.3.2. The fluxes Ry, anr and Ry, gy [g C g soil™! day™]
are the maintenance respiration costs of arbuscular mycorrhizal and ectomycorrhizal
fungi respectively, Fy, are the growth respiration costs and Fj, are the maintenance
respiration costs of the other microbial pools.

Changes in macrofaunal mass C¢,, are computed as:

dCew
dt

= Few — Rew — Mew ) (524)

where Fy,, and M., are the macrofauna carbon assimilation and mortality rates and
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Reyw [gC gsoil™! day~1] is the total respiration cost of the macrofauna (Figure 44).
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Figure 44: Scheme illustrating carbon fluxes among pools composing soil organic carbon
(e‘g'a Cpoc,lig) Cpoc,cel) Cmoca CDOC,ba CDOC,f; Cem,ba Cem,f) mediated by macrofaunal
mass Cp,,, arbuscular mycorrhizal C4)s, and ectomycorrhizal Cgjs fungi .

21.4.2 SOC fluxes

The carbon fluxes F, among the SOC fraction are computed using the same ki-
netics of the MEND model (Wang et al., 2013), which employs Michaelis-Menten
kinetics considering that SOC decomposition is the product of extracellular enzymes
produced by microorganisms and substrate mass (POC or MOC), while carbon as-
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similation is proportional to microbial biomass and DOC.

Py = < 1 ) (Vab + M) (faa Cpoc,p Chac) (525)
Eg Kap + faa Cpocyp
i = <1> (Vag +myy) (fad Cpoc,g Crun) (526)
d E.s Kat + faa Cpoc,s ’
Vie (Cepp Cpoc,cel)
By = D ep,b Ypoc,ce 7 597
2 Kpc + Cpoc,cel ( )
Vi C (Ce C oc cel)
By = L p,f ~poc, ’ 598
2/ Kpc + Cpoc,cel ( )
Vl (Ce f C oc,li )
By = e 529
& Kpl + Cpoc,lig ( )
Vm (Cem b Cmoc)
Fy, = . 530
5 Ky + Choce ’ ( )
Vm (Cem f C'moc)
F5¢ = : ) 1
8 Ko + Croc (531)

The fluxes I, and Fiy are the assimilation rates of DOC of the microorganisms:
bacteria and saprotrophic fungi, respectively. The fluxes Foy, Fo.; are the decom-
position rates of the cellulose/hemicellulose in POC mediated by enzymes produced
by bacteria and saprotrophic fungi. The decomposition of lignin in POC, Fy, is
assumed to be exclusively due to enzymes associated with saprotrophic fungi, which
have been observed to be able to decompose the most recalcitrant substrates (Han-
son et al., 2008). A fraction fg [—] of decomposed POC is then assumed to become
DOC, while the remaining fraction 1 — f; becomes MOC. The terms F3, and Fsr
are the decomposition rates of the MOC pool into DOC carried out by enzymes
associated to bacteria and saprotrophic fungi. The terms Eg, and E.¢ [—] are the
carbon use efficiencies of bacteria and saprotrophic fungi (Table 5), f,q [—] is the
fraction of DOC that is accessible to microbes (Section 21.5) and the meaning and
units of the other parameters Vi, Vags Voes Vi, Viny, Mpp, Mg, Kap, Kapy Kpe, Ky,
and K, are presented in Table 5.

Both microbial growth and maintenance respiration are modeled (Schimel and
Weintraub, 2003; Lawrence et al., 2009; Wang et al., 2013). The scheme to quantify
growth respiration rates, maintenance respiration rates, enzyme production rates,
and microbial mortality rates assumes that maintenance respiration depends on both
DOC and microbial biomass (Wang and Post, 2012) and that mortality coefficients
are equal to the respiration maintenance coefficients. Respiration and mortality
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fluxes are defined as:

V a ac
Fy = < 1> @b (fad Cpoc,p Crac) (532)
Kap + faa Cpocp
Var (faa C Ctun
Fiy = < 1) af (fad Cpoc,r Cy )’ (533)
Kgp + faa Cpoc,y
Mrp (fad Cpocy Chac)
Frp, = —1 534
% ( ) Kap + faa Cpocp (534)
T a C C un
Ry = (g 1) Moo S (535)
Ky + faa Cpoc,y
RmAM = Mprm CAM7 (536)
Rmepy = mem C’EM7 (537)
Fgp, = [1 - Kpb(pepb + pemb)]mrb Chac s (538)
F8f = [1 - Kpf(pepf +pemf)]mrf Ofun’ (539)
Fyom = mpm Canm s (540)
Fyem = [1= Kpf(eps + Pemyp)|mrm Cenr - (541)

The terms Fjy,, and Fjy; are the growth respiration fluxes, and Fs,, and F5; are
the maintenance respiration fluxes for bacteria and saprotrophic fungi, respectively.
The fluxes Fyy, Fgf, Fgam, and Fgep, are the microbial mortality rates for bacteria,
saprotrophic, arbuscular mycorrhizal and ectomycorrhizal fungi. The terms K, and
K, ¢ [—] are scaling factors for the enzyme production defined below. The meaning
and units of the other parameters E,, E.r, Vi, Vir, mpy, My fy My, Pepbs Pembs
Depfs and Py, s are presented in Table 5.

The total microbial respiration of bacteria, saprotrophic fungi and mychorrizal
fungi is:

Ryicroviat = Fap + Fup + Fsp + F5p + Rman + Rmgyy (542)

The production of the four extracellular enzymes is assumed to be proportional to
the maintenance respiration and therefore to the microbial pools, while the extracel-
lular enzyme turnover rates are proportional to the enzyme pools. The arbuscular
mycorrhiza do not contribute to enzyme production. The fractions of maintenance
respiration for the production of enzymes (peps and pep,¢) are assumed to be the same
for ectomycorrhizal and saprotrophic fungi. Differently from Wcmg et al. (2013), w
use scaling factors Ky, = 0.0078C,, a25 and K,r = 0. 01340 ® for the enzyme pro-
duction rate to introduce a non-linear dependence between the microbial biomass
and decomposition rates (productivity and respiration of microbes), which has been
observed empirically (Zak et al., 1994; Sinsabaugh et al., 2014). Microbial produc-
tivity and respiration scale less than linearly with microbial biomass, which suggest
the occurrence of larger specific decomposition rates (microbial metabolic quotients)
with low biomass or equivalently a saturating effect of biomass activity for large
biomass values. The exponent -0.5 is derived from Sinsabaugh et al. (2014) and the
coefficients are fitted to obtain K,y = 1 and K, = 1 at typical values of microbial
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biomass (Xu et al., 2013). The use of these scaling factors is fundamental to re-
produce changes in SOC as the litter input to the soil is modified, e.g., during bare
fallow experiments. Following these assumptions, extracellular enzyme production
rates are defined as:

Foepp = (Kpb Depp) My Chrac (543)
Foemp = (Eph Pemb) Myp Chac (544)
Foep.f = (Kpg Peps) Mg Cun (545)
Foem,f = (KpfPems) Mrf Crun (546)
Foepem = (Kpf Peps) Mem CEM (547)
Foemem = (Kpf Pemy) Mem CEM (548)
Fioepy = TepCepp (549)
Fioep,f = TepCepyfs (550)
Fioemp = Tem Cemp (551)
Fioem,t = Tem Cem,f - (552)

The fluxes Fyepp, Foemp, Foep,f Foem,fr Foepems Foemem are the production rates
of extracellular enzymes for the degradation of POC (first subscript ep) and MOC
(first subscript em) produced by bacteria (second subscript b), saprotrophic fungi
(second subscript f), and ectomycorrhizal fungi (second subscript em). The terms
Froepby F1oep, s Froem,ps and Figep, 5 are the turnover rates of the four extracellular
enzyme pools. The meaning and units of the parameters pepb, Dembs Pepfs Pemfs Pepfs
Demfs Tep, and Tey, are presented in Table 5.
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Parameter Description Reference Value
L bacteria carbon use efficiency 0.27 [—]
éf saprotrophic fungi carbon use efficiency 0.27 [-]
Ve maximum specific decomposition rate of POC - 200 [9C gC~! day™"]
cell. /hemicell.
ol maximum specific decomposition rate of POC - 23 [¢C gC~ " day™"]
lignin
748 maximum specific decomposition rate for MOC 100 [gC gC~! day™)
Vi maximum specific uptake rate of DOC for growth 0.04 [gC gC™* day™)
of bacteria
Vs maximum specific uptake rate of DOC for growth 0.02 [¢gC gC™" day™]
of saprotrophic fungi
K. half-saturation constant for decomposition of 0.05 [g C g soil ]
POC - cell. /hemicell.
ol half-saturation constant for decomposition of 0.05 [g C g soil "]
POC - litter
K/, half-saturation constant for decomposition of 0.25 [g C g soil™]
MOC
K}, half-saturation constant of uptake of DOC for 0.00026 [g C g soil ]
growth of bacteria
K}y half-saturation constant of uptake of DOC for 0.00026 [g C' g soil ]
growth of saprotrophic fungi
mhy specific maintenance factor or rate of bacteria 0.005 [¢C gC~" day™"]
my. specific maintenance factor or rate of saprotrophic | 0.002 [¢C gC~" day™"]
fungi
M specific maintenance factor or rate of mycorrhizal | 0.0012 [¢C g C™" day™?]
Thm turnover rate of EM 0.018 [¢C gC~" day™"]
Thp turnover rate of EP 0.018 [gC gC ™! day™ 1]
Dot fraction of maintenance respiration for production 0.012 [—]
of enzymes for POC from bacteria
Dl fraction of maintenance respiration for production 0.005 [—]
of enzymes for MOC from bacteria
Pepf fraction of maintenance respiration for production 0.006 [—]
of enzymes for POC from fungi
pgmf fraction of maintenance respiration for production 0.010 [—]
of enzymes for MOC from fungi
gy fraction of dead microbe allocated to DOC 0.2 [-]
fi fraction of decomposed POC allocated to DOC 4 [—]

Table 5: Description of the parameters used in the biogeochemistry module; the prime
superscript indicates the reference parameter before any environmental rate modifier is
applied (Section 21.4.3). Carbon use efficiency values are derived from Sinsabaugh et al.
(2016), other values are in the realistic ranges published by Wang et al. (2013); Allison
(2017). Relative differences between bacteria and fungi for V] and m/ are inferred from
the meta-analysis of Sinsabaugh et al. (2014).
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21.4.3 Environmental effects on biogeochemical kinetics

The parameters used to describe SOM biogeochemical reactions (Table 5) are also

a function of environmental conditions via rate modifier functions for temperature

(meic)a soil water pOtential (fSM.Microbe)7 pH (fPH)? Clay content (fclay and fclay,?)v
mineral associated organic carbon Cjy,,e, and the silt plus clay content (described in

Section 21.5). The temperature function fr,;. has a similar shape for the different
parameters but different values of activation energy E, [kJ mol™'] (Wang et al.,
2013).

553
554
555
556
557
558
559

Voe = Vye fTmic (553)
(554)
(555)
(556)
(557)
(558)
(559)
Kn = K, frmic(Eq = 30) feay » (560)
(561)
(562)
(563)
(564)
(565)
(566)
(567)

Voo = Vyi frmic

Vi = Vi frmic( A7)

Vay = Vi frmic(Ea = 47) fsm.Microbe fPH »
( A7)

561
562
563
564
565
566
567

My = My frmic(Ea = 20),
mef = Mys frmic(Ea = 20),
Mem = My, frmic(Ea = 20),
fa = F(fy),
9 = Yafelay2 -

Carbon use efficiency of microbial biomass, K, for bacteria and E.; for sapro-

trophic fungi, can be assumed constant (E.,,

and E/; as in Table 5) or computed

as a function of temperature:
Eem = min [CUEpag, El, + mr(Tog — Trey)) (568)
Ecs = min [CUEnar, ELp + mr(Tyg — Trey)] (569)
where T}, °C is the soil temperature in the biogeochemically active zone, CU Ey,qp =
0.6 is the maximum carbon use efficiency, which represents a physiological limit to
carbon assimilation (Manzoni et al., 2008; Sinsabaugh et al., 2013), T,cy = 20°C is a

reference temperature, and my is the temperature sensitivity of carbon use efficiency
(Allison et al., 2010; Li et al., 2014), set to be mp = —0.008 °C~ 1 .

21.4.4 Soil macrofauna

Soil macrofauna C,,, feeds exclusively on the carbon pool Cpoc e, because of
its higher carbon density and easier accessibility. The macrofauna assimilation rate
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F.y [9C gso0il™t day™!] is modeled with a linear kinetic, which was found more
stable than a Michaelis-Menten kinetic, modulated by various environmental con-
trols such as soil temperature, fr3, effective saturation fuew, clay content feqy 3,
pH fpm, and substrate palatability fpq (Curry, 1998; Whalen et al., 1999; Ruiz
et al., 2015). The parameterizations of environmental controls are described in Sec-
tion 21.5 and shown in Fig. 47. In particular, the factor fue, defines a relative
degree of activity of macrofauna from 1 corresponding to completely active to 0
corresponding to completely passive macrofauna waiting for favourable conditions.
The term Vipgu,ew is the maximum carbon ingestion rate of macrofauna for unit
of POC (Table 6) (Curry and Schmidt, 2007). However, only a fraction fgps. of
the total ingested carbon is assimilated and processed. The total respiration cost
Rew [gC gsoil*1 dayil] is the sum of maintenance respiration Reyn, and growth
respiration R, . Maintenance respiration is computed according to the degree of
activity of the macrofauna (Ruiz et al., 2015) using a linear kinetic with a tempera-
ture dependence fry (Whalen et al., 1999). Two coefficients are introduced, one for
passive 7y, pew and one for active 7, 4, Mmaintenance respiration costs, with active
maintenance cost roughly doubling the passive cost (Table 6). Growth respiration
is proportional to assimilated carbon and is computed using a carbon use efficiency,
corresponding to the maximum CU E,,q; = 0.6. Finally, the macrofauna mortality
rate Mey, [gC gsoil~! day™!] is modeled as a linear kinetic ( Whalen et al., 1999):

Few = fabs,evmax,ew CPOC,cel fpal fTS fclay,3 fPH faew (570)
Rew,m = faew (Tm,Aew)Cewa4 + (1 - faew)(rm,Pew)Cewa4 ) (571)
Rew,g == (1 - CUEmaz)Few 5 (572)
Rew = Rew,m + Rew,g ) (573)
Mew = dewcewa4 . (574)
Parameter Description Reference Value
Vinaz,ew Maximum C-ingestion rate 0.005 [¢C gC~ " day™ 7]
fabs,e Fraction of absorbed food 0.15 [—]
T'm, Pew Passive specific maintenance factor | 0.0146 [¢C gC ™' day™!]
Tm, Aew Active specific maintenance factor 0.03 [¢gC gC~* day™)
dew Turnover rate 0.01 [gC gC™* day™)

Table 6: Description of the parameters used to describe macrofaunal activity.

21.5 Environmental rate modifiers

In this section we list all the functions used to introduce environmental dependen-
cies in the biogeochemical kinetics (see Section 21.4.3 for a general description). The
amount of water in the soil, expressed as soil water potential, exerts a control on de-
composition and microbial activity. Two functions are used to account for soil water
potential, one regulates the microbial activity and the other one the belowground
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litter decomposition (Moyano et al., 2013; Manzoni et al., 2012) as follows:

log(Ws) — log(Wopi,1) )
itter 1 - 7 o
fsm.Litt <log(\11th,1) —log(Wopt) o
log(¥) — log(Wopt,2) )m
icrobe 1 - ’ e
JsM.Microb <log(‘I’th,2) — log(¥opt) o

where Uy [kPa] is the averaged soil water potential over the biogeochemically active
zone, and Wy, 1 = —3 kPa, Wy, 1 = —15800 kPa, oy = 1.47, Vyp0 = —10 kPa
Uyp1 = —28800 kPa, as = 1.0 are parameters derived from observations (Moyano
et al., 2013; Manzoni et al., 2012), see also Fig. 45. Oxygen limitation in soils close
to saturation is neglected.

Macrofauna is inhibited mechanically and not only physiologically by very low and
very high water contents, therefore it is simulated to respond to effective saturation
Se rather than to water potential (Curry, 1998; Ruiz et al., 2015). The activity of

macrofauna with water content is parameterized as fuew:

Se .
faew = 0.000008575exp [11.67 3 ] , if S, > 0.2 (577)
e, fc

faew = 0.0027295,°6:03 if S, > 0.9, (578)

where S s is the effective saturation at field capacity and f,e,, cannot be larger than
1 or smaller than 0. Such a function ensures that macrofauna activity is maximal
for water contents around field capacity and decreases to 0 for very dry and very
wet conditions (Fig. 47).
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Figure 45: Dependencies of microbial activity fsas asicrobe and litter decomposition
fsn.Litter o1 soil water potential (a); changes in the half-saturation constant for soil
organic matter decay, feq, (red-line), and changes in the fraction of dead microbe allo-
cated to DOC, feciay,2 (green-line), in dependence of the clay content in the soil (b). Soil
pH controls on microbial and macrofaunal activity, fpg (c).

The pH of soil also affects certain parameters and macrofauna activity (Section
21.4) (Wang et al., 2012). Here, we parameterize pH controls, fpy, as in Orwin et al.
(2011), where fpy = 1 for pH values between 4.5 and 7.5 and decrease linearly to
fpm = 0 for pH values of 2 and 12 respectively, at which biogeochemical acitivy is
considered impaired (Figure 45c). Since T&C-BG is not simulating pH evolution
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through time, the pH value is prescribed at the beginning of the simulation for each
location and remains constant thereafter.

The fraction 1 — f; [—] of decomposed POC that becomes MOC is also assumed
to be affected by external conditions. Specifically, the mineral associated organic
carbon fraction has been observed to reach a maximum with increasing carbon
inputs once the physical surfaces in the soil are progressively saturated with MOC
(Siz et al., 2002; Stewart et al., 2007a,b). Adsorption to silt- and clay-sized particles,
indeed, protects organic carbon from decomposition and is mostly controlled by the
availability of reactive surface area (Stewart et al., 2007b). For these reasons, the
reference value of fy, i.e., f; (Table 5) is corrected accounting for the soil clay and silt
fractions, F, and Fy; [—] and the amount of MOC already present in the soil, Coc
in [gC kg soil~'] (Eq. 579). This implies that C accumulation does not only depend
on the protective capacity (i.e., texture) of the soil alone, but also on the degree to
which this protective capacity is already occupied by organic matter (Hassink and
Whitmore, 1997; Stewart et al., 2007b) (Fig. 46):

C 3.322
_ / gl moc
fa = fa+ (@ —fa) < T895(Fur + Fda)OﬁQw) : (579)

Equation (579) accounts for the fact that f; increases (i.e., less decomposed POC
becomes MOC) with increasing C),,. because reactive surfaces are progressively
saturated. When f; = 1, there is no space to store additional MOC, and the
soil becomes carbon saturated with regards to the MOC fraction (Stewart et al.,
2007a,b). However, less protected fractions as POC or DOC can continue to increase
if input of organic carbon allows. This effect is mediated by the presence of fine
particles (e.g., silt and clay), so that a larger fine fraction increases the capacity to
store MOC. In other words, for a given Ci,o¢, fq is higher for lower values of silt plus
clay (Fig. 46). The parametrization of Eq. (579) is derived assuming a minimum
value of fq equal to the reference value f} and using the upper envelope of MOC
values reported by Siz et al. (2002) as a function of clay plus silt content.

Other environmental dependencies are related to the clay content (Siz et al., 2002;
Wieder et al., 2015), which is assumed to affect the half-saturation constants for soil
organic matter decay, through the coefficient f.,,, and the fraction of dead microbe
allocated to DOC g4 through the coefficient fq, 2 (Fig. 45):

felay = 0.694+ 1.36F, , (580)
fclay,? = 1.2 exXp [—0.8Fda] ; (581)
where Fy, [—] is the fraction of clay in the soil, and the expressions are adapted from

Wieder et al. (2015) and they contribute to inhibit soil organic matter decomposition
in the presence of high-clay content values. Macrofauna activity is also inhibited by
elevated clay contents through fuq, 3 (Fig. 47):

feiags = 2.938exp[—4.82F.,] — 2.509 exp [—11.82F ] (582)
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Figure 46: The fraction of decomposed POC allocated to DOC fy [—], where 1 — f; is
the decomposed POC that becomes MOC, as function of the mineral associated organic
carbon C,p¢ [g C kg soil~1] already in the soil, for different percentages of clay plus silt
in the soil. A reference value of fy4, equal to f; = 0.4 is used for low values of Cjpc.

and fcla%g =1 for F,, < 0.15.
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Figure 47: Environmental dependencies of the macrofauna activity. Change in the activ-
ity with (a) effective saturation (fuew), (b) substrate palatability expressed as C:N ratio
of SOM (fpa1), (c) soil temperature (frs in blue and fry in red), and (d) clay content

(fclay,3)~

Soil temperature is controlling (i) the parameters of the soil biogeochemistry re-
actions through frmic(E.) (Wang et al., 2012), (ii) the litter decomposition rates
through fr1 and fro (Kirschbaum and Paul, 2002), and (iii) macrofaunal activity
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through frs and fry (Whalen et al., 1999). These temperature functions reflect the
fact that chemical and enzymatic reactions are faster at higher temperatures.

—E, 1 1
o _ 583
Jrmie = exp|—p <Tbg ¥ 27315 Tyes +273.15>} ’ (583)
T, —40
- 3.36—2_— | 584
Jri = exp 336770 31.79] (584)
Ty, — 40
= 3.36—2 585
fro exp | Tbg+31-79:| , (585)
i (Tref.24273.15)0.649—200
f exp 50 (Tog — Tref,2) > 1+ exp( %Q(Tre 12+273.15) )
™ = Fe) Tyy+273.15)0.649—200, ’
| R (Thg + 273.15) (Tye2 + 273.15) ) 1 4 (L bgR(Tbﬁ%?m) )
(586)
= 1 1
_ _ 587
fra = exp| g (Tbg 27315 Trepa +273.15>] ’ (587)

where T;, [°C] is the air temperature and T3, [°C] is the soil temperature averaged
over the biogeochemically active zone, E, [kJ mol~!] is the activation energy, R =
8.314 [Jmol~! K~!] is the universal gas constant, and Tref =12, Trepo = 15 [°C]
are reference temperatures.

The fraction of DOC that is accessible to microbes, f,q, is currently assumed to be
always equal to 1, implying that DOC is available to microbes even in dry conditions.
Potentially, a dependence on effective saturation S, can be introduced to account
for the fact that in dry conditions microbes can have limitations in accessing the
whole pool of dissolved carbon, as they have a constrained mobility (Ebrahimi and
Or, 2014) and solute diffusivity is slower (Manzoni et al., 2016). However, since this
relation is very uncertain, f,; = 1 is currently assumed for simplicity.

Finally, the food palatability for macrofauna is parameterized as a function of the
carbon to nitrogen ratio of soil organic matter following Whalen et al. (1999):

foat = 1.6 = 0.04C Ny, (588)

Changes in fp, are illustrated in Figure 47. Note that this is an important sim-
plification since animals may also feed on low palatability food at high rates but
with large C losses via excretion and respiration and therefore a lower carbon use
efficiency.

21.6 Nitrogen budget

Soil organic nitrogen dynamics are assumed to follow the carbon fluxes described
in Section 21.4 according to the specific carbon to nitrogen ratio C:N of a given pool
(Kirschbaum and Paul, 2002). The C:N of microbial biomass has been observed to
be a quite constrained value (McGroddy et al., 2004; Cleveland and Liptzin, 2007;
Manzoni et al., 2010; Mouginot et al., 2014; Mooshammer et al., 2014); for this
reason, target values (Table 7) are prescribed in T&C and nitrogen mineralization or
immobilization is modeled to occur whenever the C:N of microbial biomass departs
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from these target values as described below. The model does not track the nitrogen
content of extracellular enzyme pools, which is a very small amount, when compared
to the total organic nitrogen.

The temporal dynamics of the soil organic matter nitrogen pool Nyom, [g N g soil =1,
dissolved organic nitrogen DON [g N g soil '], nitrogen of the macrofuana N,,,, and
the nitrogen composing the microbial biomass pools Nyae, Npun, Nam, and Ngpy
[g N gsoil™!], e.g., bacteria, saprotrophic fungi, arbuscular mycorrhizae and ecto-

mycorrhizae, respectively, are computed as:

dNsom fa(Fo + Foep + Focp) + (Fap + Fsp) Fgy Fyyr
- 4, — (1 - )\n)Isom,mﬁt - + +
dt CNgom CNyae CNfun
F F.
4 tam  “Bem Few,n + Spon , (589)

CNamv  CNgeum

dDON e B B (B B
— fOTg,IEa)‘nIsom,mt—F)\nfd( 21 2ch ch) ( 3b 3f)

dt CNsom
—Lk,pon — Spon , (590)
dNpac JaFoe, + F3p  Fyp
= 1- )\n - N, imm/min »
dt ( ) CNsom C’-vaac * b /
dNfun fa(Facf + Fo) + Fay Fyy
= 11— - N imm/min » 2
dt ( ) CNeom ClNjuy | fiimm/ (592)
dNam Fsam
- Narss ,
dt CN s + AM imm/min s (593)
dNEM Fgem
- Ny . 4
dt CNgu + EM jimm/min » (59 )
dNew _ Few B Rew B Mew
e CNew ’ (59)

where the o nit is the input to the soil organic nitrogen pool from litter decom-
position defined in Section 21.3. The term CNg,,, is the mass carbon to nitrogen
ratio of soil organic matter, computed from the sum of Cpoctig + Cpoc,cel + Crmoc
divided by Nsom and C'Npge, CNpyn, CNan, and CNgyy are the carbon to nitrogen
ratios of bacteria, saprotrophic fungi, arbuscular mycorrhizae, and ectomycorrhizae,
respectively. The carbon fluxes are defined above, where F5, corresponds to POC
decomposition rates, F3, corresponds to MOC decomposition rates, Fg, corresponds
to microbial mortality rates, and f; [—] is the fraction of decomposed POC allocated
to DOC. The carbon fluxes associated with macrofauna are the macrofauna carbon
assimilation and mortality rates, Fg,, and M., and the macrofauna total respiration
cost Rey, where C' Ny, is the mass carbon to nitrogen ratio of macrofauna (Table 7).
The nitrogen flux to macrofauna is simply computed to preserve a prescribed car-
bon to nitrogen content in macrofauna C' N, (Table 7). The coefficient A,, is the N-
leaching fraction (Table 4) and forg jeq is the fraction of leaching that is transferred in
organic form. The term L pon is the DON leaching from the soil biogeochemically
active zone, which is described in Section 21.9. The flux Spoy = 0.01DON is a dis-
solved organic nitrogen stabilization term and prevents DON to increase infinitely
in case leaching from the soil biogeochemistry active zone is not able to remove
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DON. Finally, the terms Ny imm/mins N imm/mins NAM imm/mins NEM,imm/min ar€
the net immobilization/mineralization fluxes for bacteria, saprotrophic fungi, and
arbuscular mycorrhizal and ectomycorrhizal fungi described below. Note that in the
formulation above the nitrogen associated with the carbon decomposed from MOC
and POC and transformed in DOC is assimilated by bacteria and saprotrophic fungi,
except for a fraction \,, which is leached as DON.

Microbial C:N (mass basis) | C:P (mass basis)
Bacteria 5.2 16
Saprotrophic fungi 6.5 40
Arbuscular mycorrhizal 18 120
Ectomycorrhizal 18 120
Macrofauna 10 NA

Table 7: Target stoichiometric relations (C:N and C:P on a mass basis) for microbial
biomass and macrofauna. Reference values are adapted from MecGroddy et al. (2004);
Cleveland and Liptzin (2007); Manzoni et al. (2010); Orwin et al. (2011); Mouginot et al.
(2014); Mooshammer et al. (2014) for microbes and Whalen et al. (1999) for macrofauna.

The temporal dynamics of the inorganic nitrogen pools corresponding to ammo-
nium NH; and nitrate NO3 [g N g soil™!] are:

dNH4
dt = (1 - forg,lea))\njsom,nit - NH4imm/min — N03flx — NH4up
=Lk, Nwa — Nvor + Exn , (596)
dNO3
dt = *N03zmm/mzn + N03flm - NOBup - Lk,NO?) — Na, (597)

where Isomnit, An and forgeq are defined above. The nutrient leaching fluxes
for NHI and NO;3, Ly nma, Linos [gN gsoil™! day~'] are described in Sec-
tion 21.9. The actual plant nutrient uptake rates per unit of ground NH4,,,
NO3,,;, are defined in Section 19.2. The net immobilization/mineralization fluxes
NH4 0 /min and NO3jp jmin (9 gsoil™t day~!] for NH} and NOj3 are de-
fined below. The NO3y, [gN gsoil~! day~1] is the nitrification flux converting
the ammonium to nitrate, while Ny [gN g soil~! day~!] is the denitrification flux
and Nyor [gN gsoil~! day~!] is the ammonia volatilization flux. Finally, Exy is
the input of nitrogen from other sources due to deposition, biological fixation, and
fertilization, which is assumed to completely occur in the form of ammonium for
simplicity.

The net fluxes of immobilization minus mineralization in the bacteria, saprotrophic

fungi, arbuscular mycorrhizae, and ectomycorrhizae, are computed as in Kirschbaum
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and Paul (2002):

[ Cbac
Ni,i n = |5 = Noac| /T, 598
b,imm/min _RC’N,bac b /T ( )
- Cfun -
Npgooooo— | —2dwn N 599
fyimm/min RCN,fun f ] /7' ( )
o _
NAM,imm/min = AM Nam /T ’ (600)
| Ron,am
C -
NEM,imm/min = M Negm /T ) (601)
| Ren,Em |

where the terms are the immobilization (if C; : N > Rcn,) or mineralization
(if C; : Ny < Rgn,) occurring to reach the target carbon to nitrogen ratio of
bacteria, saprotrophic fungi, or mychorriza: Ron mic; Bon,fun, Bon,av, Ron,em
[¢gC g N71], which are defined in Table 7. Note that the above parameterization
implies that mineralization and immobilization fluxes are occurring rapidly within a
time span 7, which is assumed to be equal to one daily time step and therefore that
the prescribed carbon to nitrogen contents in the microbial biomasses are almost
exactly preserved whenever enough nutrients are available, otherwise C:N ratios of
microbial biomass increase. The total net immobilization/mineralization fluxes is

then partitioned among the ammonium N H, Z and nitrate NO5 pool:

+0.001NH4 ,

(602

)
+0.001NO3 | (603)

where the last terms in the above equations represent continue immobilization due
to chemical stabilization (Kirschbaum and Paul, 2002) and the relative partition of
N immobilization/mineralization between ammonium NH, and nitrate NO3 pool
follows the reference value in Porporato et al. (2003). To conserve properly the N
mass budget the terms 0.001 N H4 and 0.001 NO3 are subtracted from the bacteria
and fungi mineralization, respectively.

The nitrification NO3yy,, denitrification N and ammonia volatilization Nyor,
fluxes are computed with simplified first order kinetics as proposed by Dickinson
et al. (2002):

N03fla: = KN,ma;t,n fT5 fmoist,l NH4 s (604)
N2 = KN,maz,d fTG fmoist,Q NO3 ) (605)
Nvor = kyNO3, (606)

where KN mazn = 0.086, KN maza = 0.217 and ky = 8.51075 [day~!] are reaction
rate parameters provided by Dickinson et al. (2002), frs and frs are computed
exactly as in Xu-Ri and Prentice (2008) and the soil moisture controls on nitrification
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and denitrification are computed as a function of effective saturation S.:

Se(1—Se)

fmoist,l 0.25 P

fmoist,2 = 53 )
70 — Thy \ 2 Thy — 38
= (C b 12 (e =20
Jrs <70—38> P 70-38 )|
1 1
- 308.56 -
Jrs = exp [ <68.02 Th, +46.02>] ’

where Ty, [°C] is the soil temperature in the biogeochemically active zone.

21.7 Phosphorus budget

(607)
(608)

(609)

(610)

Soil organic phosphorus dynamics are modeled similarly to nitrogen dynamics and

organic phosphorus follows the carbon fluxes described in Section 21.4 using specific

carbon to phosphorus ratio C:P for each pool. The C:P of microbial biomass has

been observed to be a quite constrained value, even though less than C:N (McGroddy
et al., 2004; Cleveland and Liptzin, 2007; Mouginot et al., 2014; Mooshammer et al.,
2014), and target values (Table 7) are prescribed in T&C. Phosphorus mineralization

or immobilization is simulated to occur whenever the C:P of microbial biomass

departs from the target values. The model does not track the phosphorus content

of macrofuana or phosphorus in the extracellular enzyme pools.

The temporal dynamics of the soil organic matter phosphorus pool Psop, [g P g soil =1,

dissolved organic phosphorus DOP [g P gsoil~!], and the phosphorus composing

microbial biomass pools Py, Prun, Pan, and Peyr [g P g soil1], e.g., bacteria,

saprotrophic fungi, arbuscular mycorrhizae, and ectomycorrhizae, respectively, are

computed as:

dPsorn fa(For + Foep + Focp) + (Fap + F5¢)  Fyp Fyr
- (1 - )\p)Isom,pho - —+
dt CP,om, CPyae  CPryn
FSam FBem
Spop 611
TPy T TPy TOPOP (611)
dDOP fd(F21+F2 p + Fh f)-i- (F35+F3f)
dt = forg,lea)‘plsom,pho + )\p : CPsi)m
—Lg,pop — Spor (612)
dPpac JaFoe + F3p  Fyp
= (1-=2MX\ — Py, ; 613
dt ( p) CPsom CPbac + bimm/min » ( )
dPfun fa(Facy + Fo) + Fy Fgs
= (1-=2MX\ — Py, ; 614
dt =M p, . Py | i /min (1)
dPAM FSam
dt = - CPans + PAM,imm/min (615)
dPEM FSem

where the Isom pho (g P g s0il ™ day™'] is the input to the soil organic phosphorus

pool from litter decomposition defined in Section 21.3. The term C'Ps,y,, is the
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mass carbon to phosphorus ratio of soil organic matter computed from the sum
of Cpocig + Cpoc,cel + Cmoe divided by Psop,.  The ratios CPyye, CPryn, CPam
and CPgp; are the carbon to phosphorus ratios of bacteria, saprotrophic fungi,
arbuscular mycorrhizae, and ectomycorrhizae, respectively. The carbon fluxes are
all defined previously.

The coefficient )\, is the P-leaching fraction (Table 4) and fo.geq is the frac-
tion of leaching that is transferred in organic form. The DOP leaching Ly pop
is described in Section 21.9. The term Spop = 0.01DOP is a dissolved organic
phosphorus stabilization function and prevents DOP to increase infinitely in case
leaching is not able to remove DOP. Finally, the terms B, jnim /mins Lf,imm /min
Pantimm/mins PEM imm/min are the net phosphorus immobilization /mineralization
fluxes for bacteria, saprotrophic fungi, and arbuscular mycorrhizal and ectomycor-
rhizal fungi described below. Note that as for nitrogen, the phosphorus associated
with the carbon decomposed from MOC and POC and transformed in DOC is assim-
ilated by bacteria and saprotrophic fungi, except for a fraction \,, which is leached
as DOP.

The temporal dynamics of the inorganic phosphorus pools are simulated following
the approach of the CENTURY model (Parton et al., 1988), where Py, [g P g soil ~!]
is the mineral phosphorus and represents an undifferentiated sum of POZ’_, HPO;~
and Ho PO, (Zhu et al., 2016). The pools Py, Psec, Poce, (9 P g soil 1] represent
the amount of phosphorus in the primary minerals, secondary minerals, and oc-
cluded phosphorus (Parton et al., 1988; Buendia et al., 2010; Yang et al., 2014; Zhu
et al., 2016). Primary mineral sources of phosphorus are fed by the tectonic uplift
Tpup (9P g s0il~! day~!] that adds new parent material, while secondary and oc-
cluded P minerals are formed through physical and chemical weathering, which lead
to formation of soils (e.g. Buendia et al., 2010). All these exchanges are regulated

through simple linear kinetics:

dPpy;
d”t”n = (1 B forg,lea)/\pjsom,pho - Pb,imm/min - Pf,zmm/mzn - PAM,imm/min
_PEM,imm/min - Pup - Lk,P - Psec,em =+ Ppm’,em + Ezp, (617)
APy
P = TPup - Ppm’ er » (618)
dt ) )
dP,
dsec = Psec,em - Pocc,ea: s (619)
t
dP,
gt = Feer (620)

where Lsom pho, Ap and forg1eq are defined above. The mineral phosphorus leach-
ing Ly p [gP g so0il™! day~'] is described in Section 21.9. The actual phosphorus
uptake for units of ground P, is defined in Section 19.2. The net immobiliza-
tion/mineralization fluxes for P, are defined below. The term Ezp is the in-
put of phosphorus from other sources due to deposition and fertilization. The flux
Ppriex [gP gsoil™t day~!] is the phosphorus converted from primary phosphorus
into mineral phosphorus, Psecer [9P g soil™! day_l] is the flux converting mineral
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phosphorus into secondary P, and P er [gP gs0il ™! day™'] is the flux of P that
becomes occluded and therefore unavailable. Note that Py ¢, is excluded by further
exchanges and in absence of erosion will accumulate indefinitely in an infinite time.
These exchanges between inorganic phosphorus pools are regulated by first order
kinetics (Parton et al., 1988):

Psec,ex = Kip Pnin — Kop Psec ) (621)
Ppri,eac = K4P Ppri 5 (622)
Pocc,eac = KSP Psec ’ (623)

and K1p = 1/600, Kop = 1/13500, Kzp = 1/(30 - 105), and K p = 1/(4.38 - 10)
[day~1] are kinetic reaction coefficients (Parton et al., 1988).

The net fluxes of phosphorus immobilization minus mineralization in the bacte-
ria, saprotrophic fungi, arbuscular mycorrhizae, and ectomycorrhizae are computed

similarly to nitrogen:

Py imm/min - = _R(Cjijzjm: — Pye| /T, (624)
Pt imm/min = _Rg;;;l — Pfun: /T, (625)
Parimm/min = _}m - PAM: /T, (626)
P imm/min = R(Cji];\/[ - PEM_ /T, (627)

where the terms are the immobilization (if C, : P, > Rcp,) or mineralization
(if Cy : Py < Rcpg) occurring to reach the target carbon to phosphorus ratio in
the bacteria, saprotrophic fungi or mychorrizae: Ropmic Rop,fun Ropam Ropem
[¢gC g P~1], which are defined in Table 7. Note that, as for nitrogen, the above
parametrization implies that mineralization and immobilization fluxes are occurring
rapidly within the time 7 (assumed equal to 1 day) and therefore that the prescribed
carbon to phosphorus content of microbial biomass is almost exactly preserved.

21.8 Potassium budget

Due to its high solubility (high A;) a large fraction of potassium is leached during
the litter decomposition process and the amount of potassium remaining in the
organic material is relatively small when compared to the other analyzed nutrients
(Sardans and nuelas, 2015). For this reason and because microbial stoichiometry of
potassium is substantially unknown, we do not model potassium content in microbial
biomass or macrofuana and only one generic pool of potassium, corresponding to

potassium still trapped in the organic matter is simulated:

fa(Fa + Foey + Focy) + (Fsp + Fsy)
CKSOm

szom
dt

= (1 - Ak)Isom,pot -

(628)
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where the Igom pot [9 K g soil ! day~!] is the input to the potassium in the soil
organic pool from litter decomposition defined in Section 21.3. The term C Ky, is
the mass carbon to potassium ratio of soil organic matter, computed from the sum
of Cpoc,iig + Cpoc,cel + Cmoce divided by K, and all other carbon fluxes are defined
previously. In Eq. (628) the potassium associated with the decomposed soil organic
carbon is fully transferred to the mineral solution.

Four phases of inorganic potassium in the soil are considered: (i) potassium in
the mineral solution Ky, (ii) exchangeable potassium K., (iii) non-exchangeable
potassium Kp;, and (iv) potassium in the primary minerals Kp.; (Sparks and
Huang, 1985; Sparks, 1987). Plant uptake and leaching occur only from the Ky
pool. Potassium in the solution is in direct contact with the exchangeable phase
through adsorption/desorption kinetics Ky 5o (Selim et al., 1976). Furthermore,
the flux between exchangeable K and non-exchangeable (complex secondary min-
erals), K tiz sol, is also governed by linear reactions. Potassium in primary miner-
als Kp; is converted to K, through physical and chemical weathering K,,ip rei-
Concurrently, the primary mineral potassium is fed by the tectonic uplift Tk
[g K gsoil ' day~'] that contributes new parent material and thus primary soil
potassium to the biogeochemically active zone.

dK i fa(Fo + Foop + F + (F3p + F
d:?m = ()\k)fsom,pot + ( 2 2c CI(Q:;T,)L ( 3 3f) + Kmin,rel
_Kfi:c,sol - Kex,sol - Kup - Lk,K + ExK ) (629)
dK
dfn = TK,up - Kmin,rel 5 (630)
dK,
d:m = Kex,sol ) (631)
dK,
# = Kfia:,sol ) (632)

where Isom pot and Ay are defined above. The leaching of mineral potassium Ly, g
[gK gsoil™' day™'] is described in Section 21.9. The actual potassium uptake
for unit of ground K,, is defined in Section 19.2. Since microbial potassium is
neglected, the decomposition rates of organic matter Fb, and F3, are assumed to
generate only soluble potassium K,,;,. The term Exg is the input of potassium
from other sources due to deposition and fertilization. The fluxes Ky o1, Kfiz,sols
Kminrel [9K gsoil™tday™!] are assumed to be regulated by first order kinetics
(Selim et al., 1976):

Kmin,rel = KSKKpm' ) (633)
Kfix,sol = KixKpmin — Kox Kpez (634)
Kem,sol = KaKKmin - KdKKe;B ; (635)

where K1x = 1/600, Kyx = 1/13500, K3k = 1/350000, and K,x = 1/2 and
Kakx = 1/2 [day™!] are kinetic reaction coefficients for soil potassium dynamics,
which are assumed of the same magnitude than phosphorus for Kix and Kox or
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for obtaining plausible size of K,,; for typical tectonic uplift rates: Kzg. The
adsorption K i and desorption K i are typically fast enough to occur within a day
(Selim et al., 1976; Sparks and Carski, 1985). However, since the minimum time step
is one day, they are assumed to be 0.5 [day~!]. Note that contrary to phosphorus,
the K., that becomes non-exchangeable may be converted back to K,,;, and be
available at a later stage.

21.9 Nutrient leaching

Leaching of nutrients from the soil is assumed to be proportional to the amount
of dissolved nutrients and water leakage Ly, [mm h~!] at the soil bottom divided by
the water volume V' [mm] in the entire soil column (Porporato et al., 2003). This is
an approximation, since most of the dissolved nutrients is physically located in the
upper part of the soil column in the biogeochemically active zone. However, such an
approximation is likely to mostly affect short-temporal dynamics of nutrient leaching
(in the order of days) rather than the integrated leaching in the long-term, where
an equilibrium between leaching from the biogeochemically active zone and leaching
at the soil bottom is expected. In total, seven leaching fluxes for the different
solutes are computed: Ly np4, LiNo3, Lk pon, Lk.p, Li,pop, Likx and Ly poc
(with units [ X m~2day~!]). The conversion from the units used earlier (e.g.,
[9 X gsoil~tday™']) to [ X m~? day~'] is computed as explained in Eq. (499).

L
Lyngs = anga NH4 7k ; (636)
Ly,
Liynos = anoz3NO3 v (637)
Ly,
Ly pon = apon DON 7 (638)
L
Lyp = ap Pnin Vk ; (639)
Ly,
Lk,DOP = apor DOPV, (640)
L
Lk = agx Knin 7k ; (641)
Ly,
Liy.poc = apoc DOC Vo (642)
where ax [—] are the solubility coefficients for the different solutes (Table 8).

21.10 Nutrient deposition

Nutrients in gaseous form and as aeolian particles may be deposited with rainfall
as wet deposition. Concurrently, dust and organic matter particles or aerosols can
also contain and deposit nutrients through dry deposition. Different databases are
combined in T&C to provide geographical maps of total deposition for nitrogen and
phosphorus and wet deposition for potassium. Specifically, present-day nitrogen
deposition is obtained from Vet et al. (2014), who provide a one-degree latitude
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Solubility coefficients Description Value
apoc DOC - solubility coefficient 0.05
aNH4 NH4 - solubility coefficient 0.05
aNoO3 NO3 - solubility coefficient 1
aponN DON - solubility coefficient 1
ap P - solubility coefficient 0.005
apop DOP - solubility coefficient 1
aK K - solubility coefficient 1

Table 8: Description of the values of the solubility coefficients for the different solutes,
their order of magnitude was estimated to obtain realistic amounts of leached DOC and
considering the relative solubility among the various substances, e.g., mineral potassium
and nitrate are easily leached, while for phosphorus adsorption is very important.

longitude map of wet plus dry deposition of nitrogen reduced and nitrogen oxidized
forms (Figure 48). The pre-industrial nitrogen is obtained from a global gridded
estimates of atmospheric deposition of total inorganic nitrogen for the year 1860
(Galloway et al., 2004; Dentener, 2006). Total atmospheric phosphorus deposition
maps for current and preindustrial time are obtained from Mahowald et al. (2008),
as shown in Figure 48. Finally, wet potassium deposition is available for about
480 stations around the world for the period 2005-2007 ( Vet et al., 2014), a nearest
neighbor interpolation among these values is carried out to obtain an estimate of
local potassium deposition as input for T&C.

21.11 Biological nitrogen fixation

Symbioses between certain plant species and nitrogen-fixing bacteria have an im-
portant role in several terrestrial ecosystems because they may represent the major
natural source of nitrogen (Cleveland et al., 1999; Menge et al., 2009). For instance,
many tropical forests possess tree species capable of developing symbiosis with ni-
trogen fixing bacteria and obtain atmospheric No (Batterman et al., 2013). The
amount of nitrogen Ny, ¢ [gIN m~2 day~'] that is biologically fixed through bacteria
in root-nodules is computed using the carbon cost of biological nitrogen fixation,
Ctiz,N [9C g N7, described in Section 17.3.2 (Brzostek et al., 2014). Specifically,
following Eq. 363, we have:

Nng = e (643)
Ctiz,N

where Ry is the total carbon exported through roots and the term Vy, s is com-
puted only if there are plant species in a given vegetated patch that allocate carbon
to form root nodules for biological N fixation (e.g., Regz,3 > 0). Provided a realistic
assumption about the carbon cost of biological nitrogen fixation, this formulation
preserves coherence between the carbon allocation (Section 17.3.2) and the actual
amount of biologically fixed nitrogen. The nitrogen flux Ny, s is considered to be in
the form of ammonium NH," (Eq. 596) as in Fisher et al. (2010).
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Figure 48: (a) Present-day nitrogen deposition including wet plus dry deposition of ni-
trogen in reduced and nitrogen oxidized forms ( Vet et al., 2014). (b) Present-day total
phosphorus deposition (Mahowald et al., 2008).

21.12 Supply of primary minerals

Primary minerals in terms of phosphorus and potassium are supplied by tectonic
uplift Ty, [mmyear—!] that contributes new parent material that can be subse-
quently weathered, where T, is a model input, which may vary by order of mag-
nitudes. For decadal scale simulations, 7T}, can also be assumed equal to zero since
contribution of minerals from new parent material is negligible. The supply of new
phosphorus Tp, [g P m~2day™!] and potassium Tk up [ K m~2day~!] through
tectonic uplift is computed as:

Tu prockCelP
T — _uphrock e, 644
Pup 365 ’ (644)
T. C
Tiup = —PPokZeLK e (645)
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where procr = 2500 [kgm ™3] is the rock density, assumed constant for simplicity
and C¢; p, Ce k [—] are the element concentration of phosphorus and potassium in
the parent material. Their value is a function of the specific rock type and may
vary considerably (see Yang et al. (2013) for phosphorus), however, for simplicity
reference values of Cg p = 0.0005, C¢ x = 0.021 are assumed as representative of
average concentrations of these elements in the Earth surface crust.

Recently, also nitrogen has been shown to be released from near-surface rocks,
especially in mountain and high-latitude ecosystems (Houlton et al., 2018). This

nitrogen source is not considered yet in T&C.
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22 Vegetation Management

To be completed

192



References

Abbott, M. B., J. C. Bathurst, J. A. Cunge, P. E. O’Connell, and J. Rasmussen (1986), An intro-
duction to the european hydrologic system-systeme hydrologique europeen, SHE, 2: Structure of
a physically-based, distributed modeling system, Journal of Hydrology, 87, 61-77.

Abdella, K., and N. A. McFarlane (1996), Parameterization of the surface-layer exchange coefficients
for atmospheric models, Boundary-Layer Meteorology, 80, 223-248.

Abramoff, R., X. Xu, M. Hartman, S. O’'Brien, W. Feng, E. Davidson, A. Finzi, D. Moorhead,
J. Schimel, M. Torn, and M. A. Mayes (2018), The Millennial model: in search of measurable
pools and transformations for modeling soil carbon in the new century, Biogeochemistry, 137,
51-71, doi.org/10.1007/s10533-017-0409-7.

Ainsworth, E. A.; and S. P. Long (2005), What have we learned from 15 years of Free-Air CO2 En-
richment (FACE)? A meta-analytic review of the responses of photosynthesis, canopy properties
and plant production to rising COq2, New Phytologist, 165(2), 351-371.

Allen, R. G., M. E. Jensen, J. L. Wright, and R. D. Burman (1989), Operational estimates of
reference evapotranspiration, Agronomy Journal, 81(4), 650-662.

Allen, R. G., L. S. Pereira, D. Raes, and M. Smith (1998), Crop evapotranspiration-Guidelines for
computing crop water requirements, FAO Irrigation and drainage paper, vol. 300, FAO - Food
and Agriculture Organization of the United Nations.

Allison, S. D. (2005), Cheaters, diffusion, and nutrients constrain decomposition by microbial en-
zymes in spatially structured environments, FEcol. Lett., 8, 626-635.

Allison, S. D. (2017), Microbial Biomass: A Paradigm Shift in Terrestrial Biogeochemistry, chap.
Building Predictive Models for Diverse Microbial Communities in Soil, UC Irvine, [UCPMS ID.

Allison, S. D., M. D.Wallenstein, and M. A. Bradford (2010), Soil-carbon response to warming
dependent on microbial physiology, Nature Geosciences, 3, 336—340.

Amthor, J. S. (1984), The role of maintenance respiration in plant growth, Plant, Cell and Envi-
ronment, 7, 561-569.

Amthor, J. S. (2000), The McCree-de Wit-Penning de Vries-Thornley respiration paradigms: 30
years later, Annals of Botany, 86, 1-20.

Anderson, E. A. (1968), Development and testing of snowpack energy balance equations, Water
Resources Research, 4(1), 19-37.

Anderson, E. A.; and N. H. Crawford (1964), The synthesis of continuous snowmelt runoff hydro-
graphs on a digital computer, Tech. Rep. 36, Stanford, California Stanford University Dep. of
Civil Engineering.

Anderson, M. C., J. M. Norman, T. P. Meyers, and G. R. Diak (2000), An analytical model
for estimating canopy transpiration and carbon assimilation fluxes based on canopy light-use
efficiency, Agricultural and Forest Meteorology, 101, 265—-289.

Aoki, T., A. Hachikubo, and M. Hori (2003), Effects of snow physical parame-
ters on shortwave broadband albedos, Journal of Geophysical Research, 108(D19,4616),
doi:10.1029/2003JD003506.

Aoyama, M., D. A. Angers, and A. N’'Dayegamiye (1999), Particulate and mineral-associated or-
ganic matter in waterstable aggregates as affected by mineral fertilizer and manure applications,
Canadian Journal of Soil Science, 79, 295-302.

193



Arora, V. K. (2002), Modelling vegetation as a dynamic component in soil-vegetation-
atmosphere- transfer schemes and hydrological models, Reviews of Geophysics, 40(2),
doi:10.1029/2001RG000103.

Arora, V. K., and G. J. Boer (2003), A representation of variable root distribution in dynamic
vegetation models, Earth Interactions, 7(6), 1-19.

Arora, V. K., and G. J. Boer (2005), A parameterization of leaf phenology for the terrestrial
ecosystem component of climate models, Global Change Biology, 11(1), 39-59.

Arya, S. P. (2001), Introduction to Micrometeorology, 2nd ed., Academic Press.

Asner, G. P.;, C. A. Wessman, D. S. Schimel, and S. Archer (1998), Variability in leaf and litter
optical properties: Implications for BRDF model inversions using AVHRR, MODIS, and MISR,
Remote Sensing of Environment, 63, 243-257.

Assmann, S. M. (1999), The cellular basis of guard cell sensing to rising CO2, Plant, Cell and
Environment, 22, 629-637.

Assouline, S. (2004), Rainfall-induced soil surface sealing: A critical review of observations, con-
ceptual models, and solutions, Vadose Zone Journal, 3, 570-591.

Assouline, S., and Y. Mualem (1997), Modeling the dynamics of seal formation and its effect on
infiltration as related to soil and rainfall characteristics, Water Resources Research, 33, 1527—
1536.

Assouline, S., and Y. Mualem (2001), Soil seal formation and its effect on infiltration: Uniform
versus nonuniform seal approximation, Water Resources Research, 37, 297-305.

Assouline, S., and Y. Mualem (2006), Runoff from heterogeneous small bare catchments during soil
surface sealing, Water Resources Research, 42(W12405), doi:10.1029/2005WR004592.

Assouline, S., and D. Or (2006), Anisotropy factor of saturated and unsaturated soils, Water Resour.
Res., 42, W12,403, d0i:10.1029/2006 WR005001.

Assouline, S., and D. Or (2013), Conceptual and parametric representation of soil hydraulic prop-
erties: A review, Vadose Zone Journal, 12(4), —, doi:10.2136/vzj2013.07.0121.

Atkin, O. K., M. H. M. Westbeek, M. L. Cambridge, H. Lambers, and T. L. Pons (1997), Leaf
respiration in light and darkness. a comparison of slow- and fast-growing Poa species, Plant
Physiology, 113, 961-965.

Baker, D. G., D. L. Ruschy, and D. B. Wall (1990), The albedo decay of prairie snows, Journal of
Applied Meteorology, 29, 179-187.

Baldocchi, D., E. Falge, L. Gu, R. Olson, D. Hollinger, S. Running, P. Anthoni, C. Bernhofer,
K. Davis, R. Evans, J. Fuentes, A. Goldstein, G. Katul, B. Law, X. Lee, Y. Malhi, T. Meyers,
W. Munger, W. Oechel, U. K. T. Paw, K. Pilegaard, H. P. Schmid, R. Valentini, S. Verma,
T. Vesala, K. Wilson, and S. Wofsy (2001), FLUXNET: A new tool to study the temporal
and spatial variability of ecosystem-scale carbon dioxide, water vapor, and energy flux densities,
Bulletin of the American Meteorological Society, 82(11), 2415-2434.

Baldocchi, D. D., and P. C. Harley (1995), Scaling carbon dioxide and water vapour exchange
from leaf to canopy in a deciduous forest. II: Model testing and application, Plant, Cell and
Environment, 18, 1157-1173.

Baldocchi, D. D., and K. B. Wilson (2001), Modeling CO» and water vapor exchange of a temperate
broadleaved forest across hourly to decadal time scales, Ecological Modelling, 142, 155—184.

194



Baldocchi, D. D.; T. A. Black, P. S. Curtis, E. Falge, J. D. Fuentes, A. Granier, L. Gu, A. Knohl,
K. Pilegaard, H. P. Schmid, R. Valentini, K. Wilson, S. Wofsy, L. Xu, and S. Yamamoto (2005),
Predicting the onset of net carbon uptake by deciduous forests with soil temperature and climate
data: a synthesis of FLUXNET data, International Journal of Biometeorology, 49, 377-387, doi:
10.1007/s00484-005-0256-4.

Ball, J. T., I. E. Woodrow, and J. A. Berry (1987), A model predicting stomatal conductance and its
contribution to the control of photosynthesis under different environmental conditions, in Progress
in photosynthesis research, edited by Biggins, pp. 221-224, Martinus Nijhoff, Netherlands.

Baskaran, P., R. Hyvonen, S. L. Berglund, K. E. Clemmensen, G. I. Agren, B. D. Lindahl, and
S. Manzoni (2017), Modelling the influence of ectomycorrhizal decomposition on plant nutrition
and soil carbon sequestration in boreal forest ecosystems, New Phytologist, 213(3), 1452-1465.

Batterman, S. A., L. O. Hedin, M. van Breugel, J. Ransijn, D. J. Craven, and J. S. Hall (2013),
Key role of symbiotic dinitrogen fixation in tropical forest secondary succession, Nature, 502,
224-227.

Bauerle, W. L., R. Oren, D. A. Way, S. S. Qian, P. C. Stoy, P. E. Thornton, J. D. Bowden,
F. M. Hoffman, and R. F. Reynolds (2012), Photoperiodic regulation of the seasonal pattern
of photosynthetic capacity and the implications for carbon cycling, Proc. Natl. Acad. Sci. USA,
109(22), 8612-8617.

Bedford, D. R., and E. E. Small (2008), Spatial patterns of ecohydrologic properties on a hillslope-
alluvial fan transect, central New Mexico, Catena, 73, 34-48, doi:10.1016/j.catena.2007.08.005.

Belair, S., R. Brown, J. Mailhot, B. Bilodeau, and L.-P. Crevier (2003), Operational implementation
of the ISBA land surface scheme in the Canadian regional weather forecast model. Part II: Cold
season results, Journal of Hydrometeorology, 4, 371-386.

Beljaars, A. C. M. (1994), The parametrization of surface fluxes in large-scale models under free
convection, Q. J . R. Meteorol. Soc., 121, 255-270.

Beljaars, A. C. M., and A. A. M. Holtslag (1991), Flux parameterization over land surfaces for
atmospheric models, Journal of Applied Meteorology, 30, 327-341.

Bernacchi, C. J., E. L. Singsaas, C. Pimentel, J. A. R. Portis, and S. P. Long (2001), Improved
temperature response functions for models of rubisco-limited photosynthesis, Plant Cell Environ.,
24, 253-259, doi:10.1111/j.1365-3040.2001.00668.x.

Bernacchi, C. J., C. Pimentel, and S. P. Long (2003), In vivo temperature response functions of
parameters required to model RuBP-limited photosynthesis, Plant Cell Environ., 26, 1419-1430,
doi:10.1046/j.0016-8025.2003.01050.x.

Bernhardt, M., and K. Schulz (2010), SnowSlide: A simple routine for calculating gravitational
snow transport, Geophysical Research Letters, 37(11), 1-6.

Bertoldi, G., R. Rigon, and T. M. Over (2006a), Impact of watershed geomorphic characteristics
on the energy and water budgets, Journal of Hydrometeorology, 7, 389-403.

Bertoldi, G., R. Rigon, D. Tamanini, and F. Zanotti (2006b), GEOtop version 0.875: Technical
description and programs guide, Tech. Rep. dica-06-001, University of Trento E-Prints.

Beven, K. J. (1982), On subsurface stormflow: An analysis of response times, Hydrological Sciences
Journal, 4, 505-521.

Beven, K. J., and J. Freer (2001), A dynamic TOPMODEL, Hydrological Processes, 15, 1993-2011,
doi: 10.1002/hyp.252.

195



Beven, K. J., and M. J. Kirkby (1979), A physically based, variable contributing area model of
basin hydrology, Hydrological Sciences Bulletin, 24, 43—69.

Bhark, E. W.; and E. E. Small (2003), Association between plant canopies and the spatial patterns
of infiltration in shrubland and grassland of the Chihuahuan desert, New Mexico, Ecosystems, 6,
185-196, doi:10.1007/s10021-002-0210-9.

Bohrer, G., H. Mourad, T. A. Laursen, D. Drewry, R. Avissar, D. Poggi, R. Oren, and G. G.
Katul (2005), Finite element tree crown hydrodynamics model (FETCH) using porous media
flow within branching elements: A new representation of tree hydrodynamics, Water Resources
Research, 41(W11404), doi:10.1029/2005WR004181.

Bonan, G. (2002), Ecological Climatology: Concept and Applications, Cambridge Univ. Press, New
York.

Bonan, G. B. (1991), A biophysical surface energy budget analysis of soil temperature in the boreal
forests of interior Alaska, Water Resour. Res., 27(5), 767—-781.

Bonan, G. B. (1996), A land surface model (LSM version 1.0) for ecological, hydrological, and atmo-
spheric studies: Technical description and user’s guide, Tech. Rep. NCAR Tech. Note NCAR/TN-
417, Natl. Cent. for Atmos. Res., Boulder, Colorado.

Bonan, G. B., S. Levis, L. Kergoat, and K. W. Oleson (2002), Landscapes as patches of plant func-
tional types: An integrating concept for climate and ecosystem models, Global Biogeochemical
Cycles, 16(2,1021), doi:10.1029,/2000GB001360.

Bonan, G. B., S. Levis, S. Sitch, M. Vertenstein, and K. W. Oleson (2003), A dynamic global
vegetation model for use with climate models: concepts and description of simulated vegetation
dynamics, Global Change Biology, 9, 1543-1566, doi: 10.1046/j.1529-8817.2003.00681.x.

Bonan, G. B., P. J. Lawrence, K. W. Oleson, S. Levis, M. Jung, M. Reichstein, D. M. Lawrence,
and S. C. Swenson (2011), Improving canopy processes in the Community Land Model version 4
(CLM4) using global flux fields empirically inferred from FLUXNET data, Journal of Geophysical
Research, 116(G02014), doi:10.1029/2010JG001593.

Bonan, G. B., M. Williams, R. A. Fisher, and K. W. Oleson (2014), Modeling stomatal conductance
in the earth system: linking leaf water-use efficiency and water transport along the soil-plant-
atmosphere continuum, Geosci. Model Dev., 7, 2193-2222.

Boone, A.; V. Masson, T. Meyers, and J. Noilhan (2000), The influence of the inclusion of soil
freezing on simulations by a soil-vegetation-atmosphere transfer scheme, Journal of Applied Me-
teorology, 39, 1544—1569.

Borchert, R., S. S. Renner, Z. Calle, D. Navarrete, A. Tye, L. Gautier, R. Spichiger, and P. von
Hildebrand (2005), Photoperiodic induction of synchronous flowering near the equator, Nature,
433(7026), 627.

Botta, A., N. Viovy, P. Ciais, and P. Friedlingstein (2000), A global prognostic scheme of leaf onset
using satellite data, Global Change Biology, 6, T09-726.

Brandt, C. J. (1989), The size distribution of throughfall drops under vegetation canopies, Catena,
16, 507-524.

Brandt, C. J. (1990), Simulation of the size distribution and erosivity of raindrops and throughfall
drops, Farth Surface Processes and Landforms, 15, 687-698.

Bras, R. L. (1990), Hydrology, An introduction to hydrologic science, Addison-Wesley, Reading,
MA.

196



Braud, I., A. C. Dantas-Antonino, M. Vauclin, J. L. Thony, and P. Ruelle (1995), A simple soil-plant-
atmosphere transfer model (SiSPAT) development and field verification, Journal of Hydrology,
166, 213-250.

Bristow, K. L., G. S. Campbell, R. I. Papendick, and L. F. Elliott (1986), Simulation of heat and
moisture transfer through a surface residue-soil system, Agric. For. Meteorol, 36, 193-214.

Brooks, R. H., and A. T. Corey (1964), Hydraulic properties of porous media, Hydrology Paper 3,
Colorado State University, Ft. Collins, CO.

Brundrett, M. C. (2009), Mycorrhizal associations and other means of nutrition of vascular plants:
understanding the global diversity of host plants by resolving conflicting information and devel-
oping reliable means of diagnosis, Plant and Soil, 320, 37-77, doi:10.1007/s11104-008-9877-9.

Brutsaert, W. (1975), On a derivable formula for long-wave radiation from clear skies, Water
Resources Research, 11(5), 742-744.

Brutsaert, W. (1982), Evaporation into the atmosphere, D. Reidel.
Brutsaert, W. (2005), Hydrology. An Introduction, Cambridge University Press, Cambridge, UK.

Brzostek, E. R., J. B. Fisher, and R. P. Phillips (2014), Modeling the carbon cost of plant nitro-
gen acquisition: Mycorrhizal trade-offs and multipath resistance uptake improve predictions of
retranslocation, J. Geophys. Res. Biogeosci, 119, 1684-1697, doi:10.1002/2014JG002660.

Buckley, T. N. (2005), The control of stomata by water balance, New Phytologist, 169, 275-292,
doi: 10.1111/;.1469-8137.2005.01543.x.

Buckley, T. N., K. A. Mott, and G. D. Farquhar (2003), A hydromechanical and biochemical model
of stomatal conductance, Plant, Cell and Environment, 26, 1767-1785.

Buendia, C., A. Kleidon, and A. Porporato (2010), The role of tectonic uplift, climate, and vegeta-
tion in the long-term terrestrial phosphorous cycle, Biogeosciences, 7, 2025-2038.

Bugmann, H., and C. Bigler (2011), Will the co2 fertilization effect in forests be offset by reduced
tree longevity?, Oecologia, 165(2), 534-544.

Businger, J. A., J. C. Wyngaard, Y. Izumi, and E. F. Bradley (1971), Flux profile relationships in
the atmospheric surface layer, Journal of the Atmospheric Sciences, 28, 181-189.

Camillo, P. J., and R. J. Gurney (1986), A resistance parameter for bare soil evaporation models,
Soil Sci., 141, 95-105.

Campbell, E. E., W. J. Parton, J. L. Soong, K. Paustian, N. T. Hobbs, and M. F. Cotrufo (2016),
Using litter chemistry controls on microbial processes to partition litter carbon fluxes with the
litter decomposition and leaching (LIDEL) model, Soil Biology and Biochemistry, 100, 160-174.

Campbell, G. S. (1974), A simple method for determining unsaturated conductivity from moisture
retention data, Soil Science, 117, 311-314.

Camporese, M., C. Paniconi, M. Putti, and S. Orlandini (2010), Surface-subsurface flow modeling
with path-based runoff routing, boundary condition-based coupling, and assimilation of multi-
source observation data, Water Resources Research, 46(W02512), doi:10.1029/2008 WR007536.

Cannell, M. G. R., and J. H. M. Thornley (2000), Modelling plant respiration :some guiding prin-
ciples, Annals of Botany, 85, 45-54.

Celia, M. A., E. T. Bouloutas, and R. L. Zarba (1990), A general mass-conservative numerical
solution for the unsaturated flow equation, Water Resources Research, 26(7), 1483-1496.

197



Chanson, H. (2004), The Hydraulics of Open Channel Flow: An Introduction, Elsevier Butterworth
Heinemann.

Chapin III, F. S., E.-D. Schulze, and H. A. Mooney (1990), The ecology and economics of storage
in plants, Annual Review of Ecology and Systematics, 21, 423-447.

Chen, Y., A. Hall, and K. N. Liou (2006), Application of three-dimensional solar radiative transfer
to mountains, Journal of Geophysical Research, 111(D21111), doi:10.1029/2006JD007163.

Cheng, D.-L., and K. J. Niklas (2007), Above- and below-ground biomass relationships across 1534
forested communities, Annals of Botany, 99, 95-102; doi:10.1093/aob/mcl206.

Choudhury, B. J., and J. L. Monteith (1988), A four-layer model for the heat budget of homogeneous
land surfaces, Quarterly Journal of the Royal Meteorological Society, 114, 378-398.

Chow, V. T. (1988), Applied Hydrology, McGraw-Hill Science Engineering.

Chu, C., M. Bartlett, Y. Wang, F. He, J. Weiner, J. Chave, and L. Sack (2016), Does climate
directly influence npp globally?, Global Change Biology, 22, 12-24, doi: 10.1111/gcb.13079.

Chuine, I., and J. Régniére (2017), Process-based models of phenology for plants and animals,
Annual Review of Ecology, Evolution, and Systematics, 48(1), 159-182.

Ciarapica, L., and E. Todini (2002), TOPKAPI: a model for the representation of the rainfall-runoff
process at different scales, Hydrological Processes, 16, 207—229.

Cichota, R., E. A. Elias, and Q. de Jong van Lier (2004), Testing a finite-difference model for
soil heat transfer by comparing numerical and analytical solutions, Environmental Modelling &
Software, 19, 495-506.

Clapp, R. B., and G. M. Hornberger (1978), Empirical equations for some soil hydraulic properties,
Water Resources Research, 14(4), 601-604.

Clark, D. B., L. M. Mercado, S. Sitch, C. D. Jones, N. Gedney, M. J. Best, M. Pryor, G. G. Rooney,
R. L. H. Essery, E. Blyth, O. Boucher, R. J. Harding, C. Huntingford, and P. M. Cox (2011),
The Joint UK Land Environment Simulator (jules), model description - Part 2: Carbon fluxes
and vegetation dynamics, Geosci. Model Dev., 4(3), 701-722.

Cleland, E. E., I. Chuine, A. Menzel, H. A. Mooney, and M. D. Schwartz (2007), Shifting plant
phenology in response to global change, Trends in Ecology and FEwvolution, 22(7), 357-365,
doi:10.1016/j.tree.2007.04.003.

Cleveland, C. C., and D. Liptzin (2007), C:N:P stoichiometry in soil: is there a redfield ratio for
the microbial biomass?, Biogeochemistry, 85, 235-252.

Cleveland, C. C.; A. R. Townsend, D. S. Schimel, H. Fisher, R. W. Howarth, L. O. Hedin, S. S.
Perakis, E. F. Latty, J. C. VonFischer, A. Elseroad, and M. F. Wasson (1999), Global patterns
of terrestrial biological nitrogen (N3) fixation in natural ecosystems, Glob. Biogeochem. Cycles,
13, 623-645.

Cleveland, C. C.; B. Z. Houlton, W. K. Smith, A. R. Marklein, S. C. Reed, W. Parton, S. J. D.
Grosso, and S. W. Running (2013), Patterns of new versus recycled primary production in the
terrestrial biosphere, Proc. Natl Acad. Sci. USA, 110, 12,733-12,737.

Collatz, G. J., J. T. Ball, C. Grivet, and J. A. Berry (1991), Physiological and environmental
regulation of stomatal conductance, photosynthesis and transpiration-a model that includes a
laminar boundary-layer, Agricultural and Forest Meteorology, 54, 107-136.

198



Collatz, G. J., M. Ribas-Carbo, and J. A. Berry (1992), Coupled photosynthesis-stomatal conduc-
tance model for leaves of C4 plants, Australian Journal of Plant Physiology, 19, 519-538.

Collins, D. B. G., and R. L. Bras (2007), Plant rooting strategies in water-limited ecosystems,
Water Resources Research, 43(W06407), doi:10.1029/2006WR005541.

Conant, R. T., M. G. Ryan, G. I. Agren, H. E. Birge, E. A. Davidson, P. E. Eliasson, S. E. Evans,
S. D. Frey, C. P. Giardina, F. M. Hopkins, R. Hyvonen, M. U. F. Kirschbaum, J. M. Lavallee,
J. Leifeld, W. J. Parton, J. Megan Steinweg, M. D. Wallenstein, J. A. Martin Wetterstedt, and
M. A. Bradford (2011), Temperature and soil organic matter decomposition rates-synthesis of
current knowledge and a way forward, Global Change Biology, 17, 3392-3404.

Costa-Cabral, M., and S. J. Burges (1994), Digital elevation model networks (DEMON): A model
of flow over hillslopes for computation of contributing and dispersal areas, Water Resources
Research, 30, 1681-1692.

Cox, P. M. (2001), Description of the TRIFFID Dynamic Global Vegetation Model, Technical
Note 24, Hadley Centre.

Cox, P. M., R. A. Betts, C. B. Bunton, R. L. H. Essery, P. R. Rowntree, and J. Smith (1999), The
impact of new land surface physics on the GCM simulation of climate and climate sensitivity,
Climate Dynamics, 15, 183-203.

Cuffey, K., and W. Paterson (2010), The Physics of Glaciers, Elsevier, Burlington, MA, USA.

Curry, J. P. (1998), Earthworm ecology, chap. Factors affecting earthworm abundance in soils, pp.
37-64, St. Lucie Press, Boca Raton FL.

Curry, J. P., and O. Schmidt (2007), The feeding ecology of earthworms - a review, Pedobiologia,
50, 463-477.

Dai, Q., and S. Sun (2006), A generalized layered radiative transfer model in the vegetation canopy,
Advances in Atmospheric Sciences, 23(2), 243-257.

Dai, Q., and S. Sun (2007), A comparison of two canopy radiative models in land surface processes,
Advances in Atmospheric Sciences, 24(3), 421-434.

Dai, Y., R. E. Dickinson, and Y.-P. Wang (2004), A two-big-leaf model for canopy temperature,
photosynthesis, and stomatal conductance, Journal of Climate, 17, 2281-2299.

Daly, E., A. Porporato, and 1. Rodriguez-Iturbe (2004), Coupled dynamics of photosynthesis, tran-
spiration, and soil water balance. part I: Upscaling from hourly to daily level, Journal of Hy-
drometeorology, 5, 546-558.

de Pury, D. G. G., and G. D. Farquhar (1997), Simple scaling of photosynthesis from leaves to
canopies without the errors of big-leaf models, Plant, Cell and Environment, 20(5), 537-557.

de Vries, D. A. (1963), Thermal properties of soils, in Physics of the Plant Environment, edited by
W. van Wijk, North-Holland, Amsterdam.

Deardorff, J. W. (1978), Efficient prediction of ground surface temperature and moisture with
inclusion of a layer of vegetation, Journal of Geophysical Research, 83, 1889-1903.

Deckmym, G., H. Verbeeck, M. O. de Beeck, D. Vansteenkiste, K. Steppe, and R. Ceule-
mans (2008), ANAFORE: A stand-scale process-based forest model that includes wood tis-
sue development and labile carbon storage in trees, Ecological Modelling, 215, 345-368,
doi:10.1016/j.ecolmodel.2008.04.007.

199



Deckmyn, G., S. P. Evans, and T. J. Randle (2006), Refined pipe theory for mechanistic modeling
of wood development, Tree Physiology, 26, 703-717.

Dentener, F. J. (2006), Global maps of atmospheric nitrogen deposition, 1860, 1993, and 2050,
Available on-line [http://daac.ornl.gov/] from Oak Ridge National Laboratory Distributed Active
Archive Center, Oak Ridge, Tennessee, U.S.A. doi:10.3334/ORNLDAAC/830, data set.

DeRoo, A. P. J., C. G. Wesseling, and C. J. Ritsema (1996), LISEM: a single-event physically based
hydrological and soil erosion model for drainage basins: I: Theory, input and output, Hydrological
Processes, 10, 1107-1117.

Devevre, O. C., and W. R. Horwath (2000), Decomposition of rice straw and microbial carbon
use efficiency under different soil temperatures and moistures, Soil Biology € Biochemistry, 32,
1773-1785.

Dewar, R. C. (2002), The Ball-Berry-Leuning and Tardieu-Davies stomatal models: synthesis and
extension within a spatially aggregated picture of guard cell function, Plant, Cell and Environ-
ment, 25, 1383-1398.

Dewar, R. C., L. Tarvainen, K. Parker, G. Wallin, and R. E. McMurtrie (2012), Why does
leaf nitrogen decline within tree canopies less rapidly than light? an explanation from op-
timization subject to a lower bound on leaf mass per area, Tree Physiology, 32, 520-534,
doi:10.1093 /treephys/tps044.

Dickinson, R. E. (1983), Land surface processes and climate-surface albedos and energy balance,
Advances in Geophysics, 25, 305-353.

Dickinson, R. E. (1988), The force-restore method for surface temperature and its generalization,
Journal of Climate, 1, 1086-1097.

Dickinson, R. E. (2008), Determination of the multi-scattered solar radiation from a leaf canopy for
use in climate models, Journal of Computational Physics, 227, 3667-3677.

Dickinson, R. E., A. Henderson-Sellers, and P. J. Kennedy (1993), Biosphere-atmosphere transfer
scheme (BATS) version 1E as coupled to the NCAR Community Climate Model, Tech. Rep.
NCAR/TN-387+STR, Natl. Cent. for Atmos. Res., Boulder, Colorado.

Dickinson, R. E., M. Shaikh, R. Bryant, and L. Graumlich (1998), Interactive canopies for a climate
model, Journal of Climate, 11, 2823-2836.

Dickinson, R. E., J. A. Berry, G. B. Bonan, G. J. Collatz, C. B. Field, I. Y. Fung, M. Goulden, W. A.
Hoffmann, R. B. Jackson, R. Myneni, P. J. Sellers, and M. Shaikh (2002), Nitrogen controls on
climate model evapotranspiration, Journal of Climate, 15, 278-294.

Dilley, A. C., and D. M. O’Brien (1998), Estimating downward clear sky long-wave irradiance at
the surface from screen temperature and precipitable water, Quat. J. R. Meteorol. Soc., 12/,
1391-1401.

Dingman, S. L. (1994), Physical Hydrology, Prentice-Hall, New Jersey.

Dolman, A. J. (1993), A multiple-source land surface energy balance model use in general circulation
models, Agric. For. Meteorol., 65(1-2), 21-45.

Dorman, J. L., and P. J. Sellers (1989), A global climatology of albedo, roughness length and stom-
atal resistance for atmospheric general circulation models as represented by the simple biosphere
model (SiB), Journal of Applied Meteorology, 28, 833-855.

Dormand, J. R., and P. J. Prince (1980), A family of embedded Runge-Kutta formulae, Journal of
Computational and Applied Mathematics, 6, 19-26.

200



Doussan, C., G. Vercambre, and L. Pages (1998), Modelling of the hydraulic architecture of root sys-
tems: An integrated approach to water absorption - distribution of axial and radial conductances
in maize, Annals of Botany, 81, 225-232.

Douville, H., J.-F. Royer, and J.-F. Mahfouf (1995), A new snow parameterization for the Meteo-
France climate model. Part I: Validation in stand-alone experiments, Climate Dynamic, 12,
21-35.

Dozier, J., and J. Frew (1990), Rapid calculation of terrain parameters for radiation modeling from
digital elevation data, IEEE Transactions on Geoscience and Remote Sensing, 28, 963—969.

Drewry, D. T., P. Kumar, S. Long, C. Bernacchi, X. Z. Liang, and M. Sivapalan (2010), Eco-
hydrological responses of dense canopies to environmental variability: 1. Interplay between

vertical structure and photosynthetic pathway, Journal of Geophysical Research, 115(G04022),
doi:10.1029/2010JG001340.

Dubayah, R., and S. Loechel (1997), Modeling topographic solar radiation using GOES data, Jour-
nal of Applied Meteorology, 36, 141-154.

Ducoudré, N. 1., K. Laval, and A. Perrier (1993), SECHIBA, a new set of parameterizations of
the hydrologic exchanges at the land atmosphere interface within the lmd atmospheric general
circulation model, Journal of Climate, 6, 248-272.

Dye, D. G. (2004), Spectral composition and quanta-to-energy ratio of diffuse photosynthetically
active radiation under diverse cloud conditions, Journal of Geophysical Research, 109(D10203),
doi:10.1029/2003JD004251.

Dyer, A. J. (1974), A review of flux-profile relationships, Boundary-Layer Meteorology, 7, 368-372.

Ebrahimi, A. N., and D. Or (2014), Microbial dispersal in unsaturated porous media: Characteristics
of motile bacterial cell motions in unsaturated angular pore networks, Water Resour. Res., 50,
7406-7429, doi:10.1002/2014WR015897.

Eltahir, E. A. B., and R. L. Bras (1993), A description of rainfall interception over large-areas,
Journal of Climate, 6, 1002—-1008.

Enquist, B. J. (2002), Universal scaling in tree and vascular plant allometry: toward a general
quantitative theory linking plant form and function from cells to ecosystems, Tree Physiology,
22, 1045-1064.

Enquist, B. J., A. J. Kerkhoff, S. C. Stark, N. G. Swenson, M. C. McCarthy, and C. A. Price (2007),
A general integrative model for scaling plant growth, carbon flux, and functional trait spectra,
Nature, 449(218-222), doi:10.1038 /nature06061.

Enquist, B. J., G. B. West, and J. H. Brown (2009), Extensions and evaluations of a general
quantitative theory of forest structure and dynamics, Proc. Natl Acad. Sci. USA, 106(17), 7046—
7051, doi:10.1073/pnas.0812303106.

Essery, R., E. Martin, H. Douville, A. Fernandez, and E. Brun (1999), A comparison of four snow
models using observations from an alpine site, Climate Dynamic, 15, 583—-593.

Fahey, T. J., J. B. Yavitt, R. E. Sherman, J. C. Maerz, P. M. Groffman, M. C. Fisk, and P. J. Bohlen
(2013), Earthworms, litter and soil carbon in a northern hardwood forest, Biogeochemistry, 114,
269-280, doi:10.1007/s10533-012-9808-y.

201



Falster, D. S., R. A. Duursma, M. I. Ishihara, D. R. Barneche, R. G. FitzJohn, A. Varhammar,
M. Aiba, M. Ando, N. Anten, M. J. Aspinwall, J. L. Baltzer, C. Baraloto, M. Battaglia, J. J.
Battles, B. Bond-Lamberty, M. van Breugel, J. Camac, Y. Claveau, L. Coll, M. Dannoura, S. De-
lagrange, J.-C. Domec, F. Fatemi, W. Feng, V. Gargaglione, Y. Goto, A. Hagihara, J. S. Hall,
S. Hamilton, D. Harja, T. Hiura, R. Holdaway, L. S. Hutley, T. Ichie, E. J. Jokela, A. Kantola,
J. W. G. Kelly, T. Kenzo, D. King, B. D. Kloeppel, T. Kohyama, A. Komiyama, J.-P. Laclau,
C. H. Lusk, D. A. Maguire, G. le Maire, A. Mikeld, L. Markesteijn, J. Marshall, K. McCul-
loh, I. Miyata, K. Mokany, S. Mori, R. W. Myster, M. Nagano, S. L. Naidu, Y. Nouvellon,
A. P. O'Grady, K. L. O’Hara, T. Ohtsuka, N. Osada, O. O. Osunkoya, P. L. Peri, A. M. Petri-
tan, L. Poorter, A. Portsmuth, C. Potvin, J. Ransijn, D. Reid, S. C. Ribeiro, S. D. Roberts,
R. Rodriguez, A. Saldafia Acosta, I. Santa-Regina, K. Sasa, N. G. Selaya, S. C. Sillett, F. Sterck,
K. Takagi, T. Tange, H. Tanouchi, D. Tissue, T. Umehara, H. Utsugi, M. A. Vadeboncoeur,
F. Valladares, P. Vanninen, J. R. Wang, E. Wenk, R. Williams, F. de Aquino Ximenes, A. Yam-
aba, T. Yamada, T. Yamakura, R. D. Yanai, and R. A. York (2015), Baad: a biomass and
allometry database for woody plants., Ecology, 96, 1445, doi: 10.1890/14-1889.1.

Farouki, O. T. (1981), The thermal properties of soils in cold regions, Cold Regions Science and
Technology, 5, 67-75.

Farquhar, G. D. (1989), Models of integrated photosynthesis of cells and leaves, Philosophical Trans-
actions of the Royal Society of London. Series B. Biological Sciences, 323, 357-367.

Farquhar, G. D., and S. C. Wong (1984), An empirical model of stomatal conductance, Australian
Journal of Plant Physiology, 11, 191-210.

Farquhar, G. D., S. V. Caemmerer, and J. A. Berry (1980), A biochemical model of photosynthetic
COx assimilation in leaves of C3 species, Planta, 149, 78-90.

Farquhar, G. D., S. vonCaemmerer, and J. A. Berry (2001), Models of photosynthesis, Plant Phys-
iology, 125, 42-45.

Farrar, J., M. Hawes, D. Jones, and S. Lindow (2003), How roots control the flux of carbon to the
rhizosphere, Ecology, 84 (4), 827-837.

Fatichi, S. (2010), The modeling of hydrological cycle and its interaction with vegetation in the
framework of climate change, Ph.D. thesis, University of Firenze, Italy, and T.U. Braunschweig,
Germany.

Fatichi, S., and S. Leuzinger (2013), Reconciling observations with modeling: the fate of water and
carbon allocation in a mature deciduous forest exposed to elevated COq2, Agricultural and Forest
Meteorology, 174-175, 144-157, doi:10.1016/j.agrformet.2013.02.005.

Fatichi, S., V. Y. Ivanov, and E. Caporali (2011), Simulation of future climate
scenarios with a weather generator, Advances in Water Resources, 34, 448-467,
doi:10.1016/j.advwatres.2010.12.013.

Fatichi, S., V. Y. Ivanov, and E. Caporali (2012a), A mechanistic ecohydrological model to in-
vestigate complex interactions in cold and warm water-controlled environments. 1 Theoretical
framework and plot-scale analysis, Journal of Advances in Modeling Farth Systems, 4 (MO05002).

Fatichi, S., V. Y. Ivanov, and E. Caporali (2012b), A mechanistic ecohydrological model to inves-
tigate complex interactions in cold and warm water-controlled environments. 2. Spatiotemporal
analyses, Journal of Advances in Modeling Earth Systems, 4 (M05003).

Fatichi, S., S. Leuzinger, and C. Korner (2014a), Moving beyond photosynthesis: from carbon source
to sink-driven vegetation modeling, New Phytologist, 201, 1086-1095, doi: 10.1111/nph.12614.

202



Fatichi, S., M. J. Zeeman, J. Fuhrer, and P. Burlando (2014b), Ecohydrological effects of man-
agement on subalpine grasslands: from local to catchment scale, Water Resources Research, 50,
doi:10.1002/2013WR014535.

Fatichi, S., S. Manzoni, D. Or, and A. Paschalis (2019), A mechanistic model of microbially mediated
soil biogeochemical processes - a reality check., Global Biogeochemical Cycles, 33(6), 620-648,
doi.org/10.1029/2018GB006077.

Feddes, R. A., H. Hoff, M. Bruen, T. Dawson, P. de Rosnay, P. Dirmeyer, R. B. Jackson, P. Kabat,
A. Kleidon, A. Lilly, and A. J. Pitmank (2001), Modeling root water uptake in hydrological and
climate models, Bulletin of the American Meteorological Society, 82(12), 2797-2809.

Fierer, N., and R. B. Jackson (2006), The diversity and biogeography of soil bacterial communities,
Proceedings of the National Academy of Sciences of the United States of America, 103(3), 626—
631.

Fierer, N., M. S. Strickland, D. Liptzin, M. A. Bradford, and C. C. Cleveland (2009), Global
patterns in belowground communities, Ecology Letters, 12, 1238-1249, doi: 10.1111/j.1461-
0248.2009.01360.x.

Finlay, R. D. (2008), Ecological aspects of mycorrhizal symbiosis: with special emphasis on the
functional diversity of interactions involving the extraradical mycelium, Journal of Experimental
Botany, 59(5), 1115-1126.

Fisher, J. B., S. Sitch, Y. Malhi, R. A. Fisher, C. Huntingford, and S.-Y. Tan (2010), Carbon cost
of plant nitrogen acquisition: a mechanistic, globally applicable model of plant nitrogen uptake,
retranslocation, and fixation, Global Biogeochemical Cycles, 24, GB1014.

Flerchinger, G. N., W. Xaio, D. Marks, T. J. Sauer, and Q. Yu (2009), Comparison of algo-
rithms for incoming atmospheric long-wave radiation, Water Resources Research, 45(W03423),
doi:10.1029/2008 WR007394.

Flexas, J., M. Ribas-Carbd, A. Ddaz-Espejo, J. Galmés, and H. Medrano (2008), Mesophyll con-
ductance to coz: Current knowledge and future prospects, Plant, Cell and Environment, 31,
602-621.

Flexas, J., M. M. Barbour, O. Brendel, H. M. Cabrera, M. Carriqui, A. Ddaz-Espejo, C. Douthe,
E. Dreyer, J. P. Ferrio, J. Gago, A. Gallé, J. Galmés, N. Kodama, H. Medrano, U. Niinemets,
J. J. Peguero-Pina, A. Pou, M. T. Miquel Ribas-Carbé, T. Tosens, and C. R. Warren (2012),
Mesophyll diffusion conductance to coz: An unappreciated central player in photosynthesis, Plant
Science, 193-194, 70-84.

Foley, J. (1995), An equilibrium model of the terrestrial carbon budget, Tellus B, 47, 310-319.

Foley, J., I. Prentice, N. Ramankutty, S. Levis, D. Pollard, S. Sitch, and A. Haxeltine (1996), An
integrated biosphere model of land surface processes, terrestrial carbon balance, and vegetation
dynamics, Global Biogeochemical Cycles, 10, 603—628.

Foot, K., and R. P. C. Morgan (2005), The role of leaf inclination, leaf orientation and plant canopy
architecture in soil particle detachment by raindrops, Earth Surface Processes and Landforms,
30, 1509-1520, doi: 10.1002/esp.1207.

Forkel, M., N. Carvalhais, S. Schaphoff, W. v. Bloh, M. Migliavacca, M. Thurner, and K. Thonicke
(2014), Identifying environmental controls on vegetation greenness phenology through model-
data integration, Biogeosciences, 11, 7025-7050.

Forsythe, G. E., M. A. Malcolm, and C. B. Moler (1976), Computer Methods for Mathematical
Computations, Prentice-Hall.

203



Francipane, A., V. Y. Ivanov, L. V. Noto, E. Istanbulluoglu, E. Arnone, and R. L. Bras
(2012), tRIBS-Erosion: A parsimonious physically-based model for studying catchment hydro-
geomorphic response, Catena, 92, 216-231, doi:10.1016/j.catena.2011.10.005.

Franklin, O., J. Johansson, R. C. Dewar, U. Dieckmann, R. E. McMurtrie, A. Brinnstrom, and
R. Dybzinski (2012), Modeling carbon allocation in trees: a search for principles, Tree Physiology,
32, 648-666, doi:10.1093/treephys/tpr138.

Freschet, G. T., R. Aerts, and J. H. C. Cornelissen (2012), A plant economics spectrum of litter
decomposability, Functional Ecology, 26, 56—65.

Friedlingstein, P., G. Joel, C. B. Field, and I. Fung (1998), Toward an allocation scheme for global
terrestrial carbon models, Global Change Biology, 5, 755-770.

Friend, A. D., and N. Y. Kiang (2005), Land-surface model development for the GISS GCM: Effects
of improved canopy physiology on simulated climate, Journal of Climate, 18, 2833-2902.

Friend, A. D., A. K. Stevens, R. G. Knox, and M. G. R. Cannell (1997), A process-based, terrestrial
biosphere model of ecosystem dynamics (Hybrid v3.0), Ecological Modelling, 95, 249-287.

Galloway, J. N., F. J. Dentener, D. G. Capone, E. W. Boyer, R. W. Howarth, S. P. Seitzinger, G. P.
Asner, C. Cleveland, P. Green, E. Holland, D. M. Karl, A. F. Michaels, J. H. Porter, A. Townsend,
and C. Vorésmarty. (2004), Nitrogen cycles:ast, present and future, Biogeochemistry, 70, 153-226.

Gao, Q., P. Xhao, X. Zeng, X. Cai, and W. Shen (2002), A model of stomatal conductance to
quantify the relationship between leaf transpiration, microclimate, and soil water stress, Plant,
Cell and Environment, 25, 1373-1381.

Gardner, A. S., and M. J. Sharp (2010), A review of snow and ice albedo and the development
of a new physically based broadband albedo parameterization, Journal of Geophysical Research,
115(F01009), doi:10.1029/2009JF001444.

Garratt, J. R. (1992), The Atmospheric Boundary Layer, Cambridge University Pr