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1 Model overview

Tethys-Chloris (T&C) simulates energy, water and elements budgets at the land-

surface, and the physiological cycle of plants, representing different carbon and nu-

trient compartments. Simulated plant life-cycle processes include photosynthesis,

phenology, carbon allocation and tissues turnover. Vegetated and non-vegetated

surfaces represent the land-cover and in specific conditions the land surface can be

covered by snow and/or ice. In a domain of study, the dynamics of each computa-

tional element are resolved using local meteorological forcing (eventually affected by

distant topography) and boundary conditions, in terms of soil and vegetation prop-

erties. Spatial interactions are introduced by considering the surface and subsurface

water transfers among elements that affect the soil moisture states. Soil moisture, in

turn, impacts local dynamics via the coupled energy-water-carbon-nutrient interac-

tions. Shading cast by remote terrain is also considered. A quasi-three-dimensional

representation of land-surface dynamics in a given domain is thus achieved, where

incoming energy and water lateral transfers can influence the spatio-temporal vari-

ability of the simulated fluxes and states.

Multiple processes are represented in the model that interact with each other in

a dynamic fashion, mimicking the inter-coupled vegetation-hydrology-soil biogeo-

chemistry system. An outline of the simulated hydrological processes is sketched in

Figure 1. The coupling among various plant life regulatory mechanisms is illustrated

in Figure 2 and an overview of the soil biogeochemistry component is presented in

Figure 3. The simulated components are also listed in the following.

⋄ Hydrological components

• absorption, reflection, and transmittance of solar shortwave radiation and at-
mospheric longwave radiation (Section 4);

• sensible and latent heat fluxes, ground heat flux and other energy processes,
including the partition of latent heat into transpiration and various evaporation
components (Section 5);

• resistance schemes for water and energy fluxes, including aerodynamic resis-
tance, leaf boundary layer resistance, within canopy turbulence profile, soil
and litter resistances, and stomatal resistance (Section 6);

• snow hydrology component, including snowpack energy balance, snowmelt,
and snow interception by canopy (Section 7) and avalanches (Section 16);

• ice hydrology component, including ice energy balance, and ice melt (Section
8);

• interception, throughfall, water logging and water influx to soil (Section 9);

• hydrology of surface water bodies and fractured rocks (Section 10);

• rainfall induced erosion (Section 11);

• interaction between plants and water availability (Section 13);
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Figure 1: A diagram of the included hydrological components.

• infiltration and unsaturated and saturated zone water dynamics in a multi-
layer soil, including runoff formation (Section 12);

• subsurface (Section 14) and surface flow routing (Section 15).

⋄ Vegetation components

• photosynthesis and plant respiration, carbon balance including allocation and
translocation and tissue turnover (Section 17);

• plant biophysical relations (Section 18);

• plant nutrient budget (Section 19);

• vegetation phenology (Section 20);

• vegetation management (Section 22).

⋄ Soil biogeochemistry components

• carbon and nutrient budgets of litter (Section 21.2 and 21.3);

• soil organic carbon budget (Section 21.4);

• soil nitrogen, phosphorus, and potassium budgets (Section 21.6, 21.7 and 21.8);

• nutrient leakage, deposition, biological nitrogen fixation, and supply of primary
minerals (Section 21).
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The hydrological budget is formulated at an hourly time scale to preserve sub-

daily meteorological variability and the diurnal cycle. Most vegetation dynamics are

simulated at the daily time scale, however biochemical processes of photosynthesis

and stomatal physiology are computed at the hourly time scale, as a necessary

component affecting the hydrological budget. Soil biogeochemistry dynamics are

resolved at the daily scale. Other modules operate at the sub-hourly resolution,

e.g., the subsurface water dynamics are formulated to have an adaptive time step

(minutes). The infiltration component can be forced disaggregating rainfall at the

5 minute time scale. The surface flow routing uses internal time steps in the order

of seconds (Section 15). Mass and energy budgets are conserved at their respective

computational steps.

1.1 Short model history

The idea to develop Tethys-Chloris model originates back in 2007 from the emerg-

ing interest that the previous decade reversed toward ecohydrological studies and

related scientific questions. The original idea was to build a physical-based mecha-

nistic tool that could account for the coupled interactions of energy-water-vegetation

in distributed and topographically complex domains where water was the dominant

Figure 2: A conceptual diagram of carbon fluxes and processes simulated by the model.
The seven carbon pools represent leaves, fine roots, living sapwood, carbohydrate reserves,
fruit and flowers, heartwood/dead sapwood and standing dead leaves. The red arrows
indicate the general fluxes related to photosynthetic products. The blue solid-line arrows
show allocation fluxes, while the magenta lines show translocation fluxes. The black
dashed-line arrows indicates turnover from carbon pools. The yellow arrows indicate
allometric constraint controls.
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Figure 3: A conceptual scheme of the 55 carbon and nutrient pools simulated by the
model. Aboveground and belowground litter pools are presented in the top panel. Soil
Organic Carbon (SOC) pools and corresponding fluxes are presented in the central panel.
The nitrogen, phosphorus and potassium cycles are presented in the bottom panels. The
CO2 respiration fluxes are indicated with yellow arrows, nutrient inputs and outputs with
red arrows.

component affecting vegetation functioning. This is reflected in the earliest publica-

tions (Fatichi , 2010; Fatichi et al., 2012a,b) introducing the model. Since then, the

scope of the model has been continuously expanded to deal with a large variety of

ecosystems and climates and address new problems. This has led to the revision of

original model solutions, the improvement of parameterizations, and, for instance,

the inclusion of management components (Fatichi et al., 2014b). Recently a major

effort has been dedicated to add an entire module dealing with plant mineral nutri-

tion and soil biogeochemical dynamics (Fatichi et al., 2019). In this evolution, T&C

moved from its original ecohydrological design to become a mechanistic ecosystem

model, or Terrestrial Biosphere Model (TBM) to use a more recent terminology.

Since 2012, it has been used to tackle scientific questions about global change and

the future of water and carbon resources where complex non-linear interactions be-

tween hydrological, soil and vegetation dynamics are at play. Being a research tool,

T&C is evolving continuously, there are periods when small changes or additions are

occurring on a daily or weekly basis, which makes difficult to document precisely

the details of all the latest implementations. The pages you will be reading in this

technical reference are the best effort to summarize T&C structure at October 2019,
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but surely by the time you read, some change would have occurred. Regardless, we

deem extremely important for any model to have such a technical reference, this

does not only represent the main source of model documentation, but it can be seen

as the platform for guiding further model developments.

As a final note, the model names may seem unfamiliar, however Tethys (Greek:

Tηθνς) in Greek mythology, was an archaic Titaness and aquatic sea goddess and

she was considered as an embodiment of the waters of the world. Chloris (Greek:

Xλωρ iotaς) was a Nymph associated with spring, flowers, and new growth, thus,

now this name is way less surprising for such a model.

2 Basic computational element geometry and surface

composition

In a distributed model, the domain is typically represented using a number of

elementary computational units (Kampf and Burges, 2007). These are referred to

here as basic computational elements, implying smallest elements for which the model

computes all the state variables and the energy, water, carbon, and nutrient fluxes.

In the case of hydrological basin, or a region, the basic computational element is

characterized by a topographic representation, and interacts with the neighbors

elements (Section 3). The basic element is further characterized by a land cover

composition that summarizes one or more of the possible land use.

Basic computational elements can be represented in different ways, with unstruc-

tured grids as triangulated irregular networks (TIN) or hexagons, or with regular

grid domains (Tucker et al., 2001; Ivanov et al., 2004; Vivoni et al., 2005; Kampf

and Burges, 2007; Khanna and Medvigy , 2014). T&C uses a regular square grid

(Figure 4a), which corresponds to the grid of a Digital Elevation Model (DEM),

or Digital Terrain Model (DTM). Such a geometrical description has been widely

used in hydrology (O’Callaghan and Mark , 1984; Abbott et al., 1986; Quinn et al.,

1991; Wigmosta et al., 1994; Bertoldi et al., 2006b). While this is not a parsimo-

nious computational choice, the pros and cons of the approach are well known and

algorithms retrieving topographic features (e.g., slope, aspect, and curvature) from

DTMs are advanced. The same holds true with regards to terrain parameters af-

fecting incoming solar radiation (Kumar et al., 1997; Dubayah and Loechel , 1997;

Rigon et al., 2006; Fatichi et al., 2011), or important hydrologic characteristics such

as flow direction (O’Callaghan and Mark , 1984; Tarboton, 1997; Orlandini et al.,

2003; Nardi et al., 2008).

2.1 Land cover composition

Basic computational elements of T&C can account for up to four different land

cover types: vegetated areas, bare soil areas, rocks, and water surfaces. The model

also computes ice and snow cover that can modify the representation of the surface,

even though ice and snow are not independent land covers. Fractions of land cover
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Figure 4: A representation of topographic features and connections among basic compu-
tational elements. (a) A fragment of a Digital Elevation Model. (b) A conceptual scheme
of a basic computational element with and without a subgrid channel element.

are indicated with the following symbols: Cveg, Cbare, Crock, and Cwat [−], which

respectively represent the fraction occupied by vegetation, bare soil, rocks, and water

in a given computational element (Figure 5). It follows that the equation Cveg +

Cbare+Crock+Cwat = 1 must be always true. Even though, the model is theoretically

designed for any type of land-cover composition, i.e., the Cveg, Cbare, Crock, and

Cwat fractions can assume any feasible combination of values, model assumptions

are more appropriate for small computational elements as much homogenous as

possible. This suggests that land-cover representations should have elements small

enough to belong to a single land-use category or maximum two for sparse canopies

in semi-arid environments where Cveg < 1 and Cbare > 0.

The presence or absence of snow and ice is indicated with binary variables Csno

and Cice [−] that assumes the value of 1 in presence of snow, ice and 0 otherwise.

This means that ice can be present or form over other land-uses (e.g., bare soil

or rocks), as well as snow can cover the various land uses. If the original land-

use is water, under the right conditions it may freeze and subsequently snow can

accumulate over the frozen water (Section 10). These situations are indicated with

two additional binary variables Cice,w and Csno,w [−] that assume the value of 1

when there is ice and snow above a water surface and 0 otherwise. The other

assumptions are that when snow is present on the ground it entirely covers bare

soil areas and rocks, while snow can be intercepted by the vegetation canopy. More

specifically, intercepted snow modifies the radiative and roughness properties of a

vegetated element and snow can eventually bury completely vegetation (Section 7.3).

Properties are modified using the relative height of snow and vegetation as further

detailed later on. Additionally, water can be present on top of other land-uses as a

result of ponding (Section 9.6) and modifies the radiative and roughness properties

of the computational element.

An important input that needs to be assigned to each computational element is

the reference height of measurements zatm [m]. This is a unique value regardless
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Figure 5: An illustration of the potential land cover composition of a basic computational
element. (a) The element in the most general case is subdivided into vegetated areas,
bare soil areas, rocks, and water surfaces. (b) The presence of snow Csno = 1 and frozen
water Csno,w = Cice,w = 1 alters the surface composition.

of the land cover composition and represents the height at which meteorological

measurements used to force the model have been collected, e.g., the flux-tower height

in case of a model application using flux-tower data (Baldocchi et al., 2001) or about

2 m above ground for meteorological data collected with standard meteorological

stations. In any case, zatm should be higher than the maximum canopy height

in the computational domain to allow a meaningful computation of roughness and

aerodynamic properties.

2.2 Vegetation composition

The vegetated fraction of a basic computational element, Cveg, can include one or

many vegetation types. In many applications vegetation species that share the same

life form (tree, shrub, or grass), broad bioclimatic limits (e.g., temperate, tropical,

boreal), leaf morphology (broadleaves, needleleaves) and phenology (e.g., evergreen,

deciduous) are considered to belong to the same Plant Functional Type (PFT ),

as described by Bonan et al. (2002). The Plant Functional Type representation is

convenient because it lumps various plant strategies in a handful of categories, but

has also several weaknesses and limitations (Pappas et al., 2016). Plant response is,

in fact, mediated by functional traits, defined as plant morphological, phenological

or physiological characteristics that control plant functioning and thus its fitness,

and they can be linked to model parameters (Pappas et al., 2016). For this rea-

son, rather than a classic plant-functional-type parametrization with a few dozens

of pre-defined (PFT ), T&C is flexible in accounting for a generic number of vege-

tation units and can theoretically use a different parametrization of vegetation for

each case study. The total vegetation cover Cveg, is partitioned in T&C in sub-

units which are called Crown Areas. The model can consider both horizontal and

vertical composition of vegetation with one or two vertically “stacked” vegetation

type corresponding to a single Crown Area. The spatial fractions of Crown Areas
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are represented with the symbol Ccrown [−]. The total number nc of Crown Ar-

eas depends on the given element, and their sum always corresponds to the entire

vegetated area
∑nc

i=1Ccrown = Cveg. Therefore, the maximum number of different

vegetation types in a element is given by 2nc if in any Ccrown, there is a overstory

canopy henceforth named the High-vegetation (Hv) layer, and understory canopy

named the Low-vegetation (Lv) layer. The horizontal land cover composition of

T&C is presented in Figure 6. A bare soil fraction and different vegetation patches

(the Crown Areas) are included. The term Crown Area is used because spatial vege-

tation classification follows the surface projected area of tree crowns for tree species,

while it is assumed to represent the area effectively occupied by grass and shrub

for these plant forms. A Crown Area can be occupied by a single vegetation type

in the High-vegetation and another single one in the Low-vegetation. While theo-

retically possible such a vertical composition of vegetation is rarely used in model

applications. This is because of the strong light limitations, as simulated by the

simple radiative transfer scheme, it is almost impossible to have two co-existing dif-

ferent vegetation layers which are exactly overlapping in the vertical. Therefore,

in basically all applications the number of Crown Areas also correspond to the the

number of vegetation types and the choice of defining a vegetation belonging to the

High-vegetation or Low-vegetation category is simply dictated by its interaction with

snow.

The vegetation unit which occupies a Crown Area may correspond to a single

species (Fatichi and Leuzinger , 2013), aggregation of species, or even to the classic

PFT definition in certain conditions. This flexibility allows one to consider variabil-

ity of plant-traits also for species sharing the same environmental conditions (e.g.,

Reich et al., 1997; Wright et al., 2004; Kattge et al., 2009). The model does not

have an upper limit for the number of Crown Areas, therefore when computational

time is not limiting, a complete representation of multiple species can be obtained.

The definition of Crown Area is important in T&C since refers to the smallest

spatial unit of vegetation that has a unique parametrization. To obtain the element-

scale flux values, each Crown Area and eventually the bare soil fraction are used as

weights to the relative flux contributions. This partition strongly affects the estima-

tion of the surface water and energy fluxes (Section 5). Note that since the energy

fluxes and soil water budget are computed at the element scale, their values affect

quantities as photosynthesis or stomatal conductance, which are instead computed

at the Crown Area scale, which is indicated with m−2 V EGarea.

Vegetation attributes such as leaf area index, LAI [m2 leaf area m−2 ground area],

or the Gross Primary Production GPP [gC day−1 m−2 ground area], can repre-

sent: (i) the result of perpendicular projections to the terrain over the total element

area, e.g., for unit of ground or (ii) the quantities at the Crown Area level, i.e.,

LAI [m2 leaf area m−2 V EGarea] and GPP [gC day−1 m−2 V EGarea], where

the Crown Area is only the area effectively occupied by the vegetation. In T&C all

the vegetation quantities (e.g., LAI, GPP ) are computed for unit of Crown Area,

the corresponding quantities at the element scale are obtained by multiplying their
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Figure 6: An illustration of vegetation representation at the element scale. The area is
subdivided into patches of bare soil and patches of vegetation (Crown Areas). In each
Crown Area, vegetation may include up to two types: the upper canopy (High-vegetation
Hv) and the lower canopy (Low-vegetation Lv). All vegetation types tap on the same soil
moisture and nutrient pools at the element scale.

Crown Area-scale magnitudes by the relative Crown Area fractions, Ccrown. In the

following, whenever the m−2 units of LAI or other vegetation variables are not

specified, they are considered to be at the Crown Area level (m−2 V EGarea).

In a fully dynamic vegetation model, the fractions, Ccrown, can be subject to change

due to crown expansions (e.g., in a plantation), species competition, and mortality.

In T&C, direct species competition is neglected and thus Crown Area fractions are

inputs, which remain constant during the entire simulation with the exception of

young plantations or other young expanding ecosystems, where a temporal dynamics

of Ccrown can be prescribed (Section 22). Nonetheless, competition for resources,

such as water and light is indirectly accounted for in the model, as a consequence

of vegetation characteristics, e.g., plant traits as photosynthetic or water uptake

properties, rooting profiles. This still creates a dynamic and interacting simulation

framework.

An additional important categorization of vegetation in T&C is made through

the variable Ξ, which identifies the broad vegetation category. Currently, T&C

distinguishes between four vegetation categories: normal evergreen plants (Ξ = 0),

seasonally deciduous plants (Ξ = 1), grass (Ξ = 2) and evergreen tropical plants (Ξ =

3). This separation is necessary because different broad vegetation categories have
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substantially different phenology and carbon allocation and translocation dynamics

and must use different model structures and not only model parameters (Section

17).

2.3 Soil biogeochemically active zone

In each basic computational element if soil and organic matter are present, there

are biogeochemical transformations affecting soil organic carbon and soil nitrogen,

phosphorus, and potassium budgets (Section 21). For the sake of simplicity, T&C

does not solve the vertical soil profile of carbon content and other nutrients and

consider a single lumped compartment where all the biogeochemical reactions co-

occur. This is identified as the biogeochemically active zone and correspond to the

first Zbio [mm] of soil, where Zbio = 250 mm is a reference value currently used in

the model applications, and implies that most of the carbon and nutrient cycling is

assumed to occur in the first 25 cm of soil. Concurrently, soil temperature and soil

moisture (simulated over the one-dimensional vertical profile) are averaged over this

depth to characterize the environmental conditions for the soil biogeochemical reac-

tions (Section 21). This is a restrictive assumption since having an explicit vertical

resolution in a soil biogeochemistry model has been shown to improve considerably

simulations (Koven et al., 2013). However, representing the vertically resolved car-

bon and nutrient cycles responsible for soil organic carbon and litter turnover and

plant-soil nutrient interactions would imply to compute all the soil biogeochemistry

fluxes and track all the states variables for each soil-layer. Given the large number of

state variables and fluxes in the soil biogeochemistry module (Figure 3 and Section

21) and the ns layers used in the model (Section 12.1), such a solution is particulary

burdensome.

3 Spatial connections among basic computational ele-

ments

The basic computational elements can be characterized by topographic features,

once grid elements have been identified in a domain representation. As introduced

in Section 2, each element is represented by a square with typical dimensions of 25-

10,000 m2. The slope and aspect are calculated on the basis of the DTM, along with

less conventional topographic attributes, such as the sky-view factor, the shadow

effect (also time dependent), and the terrain configuration factor (Bertoldi et al.,

2006a; Fatichi et al., 2011) (Section 3.3). These attributes are used to directly

account for local and remote effects on incoming radiation. The vertical reference

system of each element is represented by the normal to the surface, n, that is used

to define all dimensions in the normal direction (e.g., the soil layer mesh). The state

variables and fluxes of the one-dimensional equations are function of the normal

direction, n. For simplicity the dependence by n is omitted later in the text, where

we refer to a flat element where normal and vertical reference systems coincide. The
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basic computational element may represent a part of a hillslope and it exchanges

water in the subsurface and over the surface with neighboring elements (Figure 4b).

Energy fluxes are computed normally to the surface and no lateral energy advection

is considered.

3.1 Flow directions

The approach used to route water over the surface and the subsurface domains in

T&C follows the well developed concept of topographic flow directions (O’Callaghan

and Mark , 1984; Quinn et al., 1991; Tarboton and Rodriguez-Iturbe, 1991; Costa-

Cabral and Burges, 1994; Tarboton, 1997; Orlandini et al., 2003; Nardi et al., 2008;

Orlandini and Moretti , 2009; Schwanghart and Kuhn, 2010). T&C has various

options of approximating flow directions. For instance, a multiple direction method

(Quinn et al., 1991) can be used to compute directions for the subsurface, and the

D-∞ method (Tarboton, 1997) or more advanced methods (Orlandini et al., 2003;

Orlandini and Moretti , 2009) for the surface domain (Figure 4a). When water

moves into a neighboring cell, the flow window width that is assumed in the flux

computation always corresponds to the length of the square in the cardinal direction.

This is an approximation for diagonal transfers, where the window width is not

defined, as compared to other methodologies (Quinn et al., 1991). The same cell

length is also used to compute the actual distance covered by the flow, regardless

whether the movement occurs in the diagonal or cardinal direction.

Note that in order to obtain surface flow paths from DTMs a pre-processing ex-

ercise is typically required, since all DTMs present some spurious errors or real

topographic features that act as sinks, commonly indicated as depressions or pits

(Grimaldi et al., 2007). Natural or artificial depressions and flat areas within a

DTM are critical in the computation of the flow directions (Nardi et al., 2008). The

absence of slope, indeed, does not allow to directly identify the direction of flow

and generates problem to all the flow routing algorithms that are topographically

based (e.g. kinematic routing) as the one adopted in T&C (Section 15). Therefore,

some form of DTM pre-processing to eliminate pits and univocally define the flow

directions is required (Orlandini et al., 2003). The flow direction matrix is used to

route subsurface and surface water flows (see Sections 14 and 15). Flow directions

are also computed to route snow when an avalanche occurs (Section 16). Maps

of flow accumulation, i.e. upslope area according to the calculated flow directions,

are shown in Figure 7. The difference among various methods is evident, with the

multiple flow algorithm producing a much larger dispersion of the flow.

3.2 Channels

A further topographic characteristic required for flow routing is the distinction

between cells that belong or do not to the channel network. This distinction leads

to the delineation of the channel network and can be easily made when geograph-

ical information about the stream position is available. Methodologies to identify

11
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Figure 7: Maps of flow accumulation (logarithm of the number of upstream cells), i.e.
upslope area according to the calculated flow directions. a.) D-infinity method (Tarboton,
1997). b.) Single flow method of Orlandini et al. (2003) using lateral transversal deviation
with λ = 1. The domain is the Cerfone creek watershed in Tuscany (Italy).

the channel network directly from DTM have been also provided (Montgomery and

Dietrich, 1988, 1989; Orlandini et al., 2011). The simplest method is to set a thresh-

old on the contributing area, i.e, identify a channel cell when the flow accumulation

is larger than a given value (Figure 7). When no information on the position of

the channels is available, such a method is used in T&C. Alternatively, the channel

locations can be imposed on the basis of available geographical information.

Once identified channels are considered as subgrid elements. Specifically, channels

are a particular type of grid cells that contain a channel reach along with a hillslope

fragment (Figure 4b). In these cells overland and channel flows may occur simulta-

neously. Both the overland flow and the subsurface flow are assumed to flow toward

the channel. Irregular channel geometries cannot be accounted for and a rectangular

cross section is used based on a prescribed channel width, potentially different for

each channel cell, which is part of the model inputs. Further details concerning the

treatment of channels are described in Section 14 and 15.

3.3 Terrain effects

Solar radiation originating from the sun travels through the atmosphere and is

modified by topography and other surface features. Solar radiation at the ground

surface can be intercepted as direct beam, RT
B,Λ, diffuse, R

T
D,Λ, and reflected radi-

ation, RT
R,Λ, where the subscript Λ indicates the wavelength band. Incoming solar

radiation is function of the local topography through site aspect and slope, and of

the surrounding terrain through sky view factor, Svf (x⃗), and shadow effect, Sh(x⃗, t),

12



where x⃗ is the position and t is the local time. A brief description of incoming solar

radiation components and topographic effects is provided in Figure 8.

Figure 8: Components of incoming solar radiation on a slope: direct beam radiation at
normal incidence, RBn, diffuse radiation, RD, and diffuse and direct radiations reflected
off by nearby terrain, RR. The reflected contribution from a generic A location is shown
as example. Sky view factor, Svf , from A and shadow effects, Sh, in the represented
landscape are also shown. The figure is adapted from Dubayah and Loechel (1997).

The importance of topographic variability in hydrological and biophysical pro-

cesses is well known (Bertoldi et al., 2006a; Ivanov et al., 2008c). For such a reason

the quantities used to take into account topographic influences on solar radiation

are described in the following.

The principal variable controlling incident radiation on a slope, in mountainous

terrain, is the local solar illumination angle, φS,T [rad], that is defined as the angle

between the sun beam and the normal to the slope surface (Dozier and Frew , 1990),

given by :

cosφS,T = cosβT sinhS + sinβT coshS cos(ζS − ζT ) , (1)

where βT [rad] is the slope of the site, ζT [rad] is the local aspect (clockwise direc-

tion from north), and hS [rad], ζS [rad] are the solar altitude and azimuth angles

respectively.

Another important parameter is the sky view factor, Svf (Chen et al., 2006). The

sky dome viewed by the slope surface in mountainous terrain can be obstructed by

neighboring surfaces. Dozier and Frew (1990) provide a method to take this effect

into account, defining the sky-view factor, Svf , as:

Svf ≈ 1

2π

∫ 2π

0

[
cosβT sin2Hζ +

sinβT cos(ζ − ζT )(Hζ − sinHζ cosHζ)

]
dζ , (2)
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where Hζ is the horizon angle (Figure 9), measured from the zenith downward to

the local horizon, for direction ζ. Further details on the calculation of Eq. (2)

are provided in Dozier and Frew (1990). Equation (2) includes the possibility to

account for a variable horizon angle surrounding the point of interest, and not only

for a constant horizon as assumed in other sky-view factor formulations.

Figure 9: Horizon angle, Hζ , for a direction ζ, adapted from Dozier and Frew (1990).

Dozier and Frew (1990) derived also a terrain configuration factor, Ct [−], which

approximates the total area between the point and the surrounding terrain for which

the points are mutually visible:

Ct ≈ 1 + cosβT
2

− Svf . (3)

As counterpart of sky view factor, the terrain configuration factor, Ct, estimates

the fraction of the surrounding terrain visible to the point and varies from 0 (only sky

visible) to 1 (only terrain visible). Further details on the calculation of Eq. (3) are

provided in Dozier and Frew (1990). The shadow effect Sh [0/1] is finally calculated

as a binary coefficient, which value is zero when the sloping surface is shadowed by

neighboring terrain, while equal to one otherwise (Dubayah and Loechel , 1997; Chen

et al., 2006).

The direct beam, Rdir,Λ = RT
B,Λ, flux on a generic slope is thus given by:

RT
B,Λ = Sh cosφS,T RBn,Λ , (4)

where RBn,Λ is the direct beam radiation at normal incidence. Wherever cosφS,T

is negative, the point is “self-shadowed”, i.e. the sun is below the local horizon

caused by the slope itself. When instead Sh = 0 is cast shadowed, i.e. the shadow

is caused by nearby terrain blocking the sun (Dubayah and Loechel , 1997). Note

that when there is no shadow and the surface is flat βT = 0, Eq. (4) reduces to

RT
B,Λ = sinhS RBn,Λ, which is the conventional equation for a flat surface (Fatichi

et al., 2011).

The diffuse sky irradiance, RT
D,Λ, on a surface oriented in space is composed of three

components: the circumsolar, the circumzenith, and isotropic irradiation (Olseth
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et al., 1995; Olseth and Skartveit , 1997), and for each of these components a spe-

cific topographic correction should be applied, see for example Olseth and Skartveit

(1997). For simplicity the entire incident diffuse radiation RD,Λ is considered as

isotropic (Dozier and Frew , 1990; Dubayah and Loechel , 1997; Chen et al., 2006)

and is given by:

RT
D,Λ = Svf RD,Λ . (5)

Another contribution to diffuse irradiance is given by reflected radiation, RT
R,Λ, on

surrounding topography. Incoming radiation, in fact, may be reflected from nearby

terrain toward the point of interest and can rarely be expected to be isotropic. In

order to account for this effect, an approximate terrain configuration factor, Ct, is

usually employed (Eq. 3) (Dozier and Frew , 1990; Dubayah and Loechel , 1997). This

is motivated by the complexity in determining the geometric relationships between a

particular location and all the surrounding terrain elements. Therefore, the reflected

radiation, RT
R,Λ, from surrounding terrain is simply estimated as:

Ct R
T
R,Λ = Ct ρg

(
RBn,Λ cos(φS,T ) + (1− Svf )RD,Λ

)
, (6)

where ρg is the average ground albedo refereing to a large area of 5-50 [km] radius

around the point (Gueymard , 2008). Note that when an unobscured flat surface

is considered Ct = 0, since βT = 0 and Svf = 1, i.e. all the sky dome is visible.

Consequently the reflected radiation component is RT
R,Λ = 0.

The diffuse shortwave radiation on a slope is the sum of two components: Rdif,Λ =

RT
D,Λ + Ct R

T
R,Λ. Finally, the global shortwave radiation, Rsw,Λ, is:

Rsw,Λ = Rdir,Λ +Rdif,Λ = RT
B,Λ +RT

D,Λ + Ct R
T
T,Λ . (7)

The information required to evaluate the previous equations, such as local site

slope, βT (x⃗) [rad], local site aspect, ζT (x⃗) [rad], and horizon angle, Hζ(x⃗, ζ) [rad],

can be obtained from the analysis of the DTM. Specifically, in order to calculate

the horizon angle, Hζ(x⃗, ζ), the viewsheds for each cell x⃗ of an input DTM should

be calculated. A viewshed is the angular distribution of sky visibility versus ob-

struction. This is similar to the view provided by upward-looking hemispherical

(fisheye) photographs. A viewshed is calculated by searching in a specified set of

directions around a location of interest. The resolution of the viewshed array must

be sufficient to adequately represent all sky directions but small enough to enable

rapid calculations, for the following examples an eight directions algorithm is used.

Horizon angles for other directions are interpolated from the principal ones.

An example of the values assumed by the above mentioned variables is provided in

Figure 10 and in Figure 11 for the Versilia watershed in Tuscany (Italy). Sky-view

factor, Svf , terrain configuration factor, Ct, and shadow effect, Sh, in each cell and

for a particular date and hour are calculated using the DTM.

15



Figure 10: Digital Elevation Model (a), and sky-view factor, Svf , (b) for the the Versilia
watershed in Tuscany (Italy).

Figure 11: Shadow effect, Sh, (a) and terrain configuration factor, Ct, (b) for the Versilia
watershed in Tuscany (Italy). The shadow effect is calculated with sun height in the
barycenter of the watershed, the 26 April 1982 at 8 am, local time.
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4 Radiative fluxes

The net radiation, Rn [W m−2], is given by the sum of the absorbed shortwave,

Rabs [W m−2], and absorbed longwave fluxes Labs [W m−2] in a given computational

element. Net radiation, Rn, and the incoming heat with precipitation, Qv, are

successively partitioned into sensible heat, H, latent heat, λE, ground heat, G, and

energy consumed in the photosynthetic process λPAC , since heat storage in the air

column and vegetation biomass is current neglected (Section 5).

A distinction between vegetated and non-vegetated surfaces is made in the de-

scription of model components. The presence of canopy structure and the spatial

distribution of leaf area affects the radiation regime and the computation of mass

and energy exchange between the ground and the atmosphere.

4.1 Shortwave fluxes

At the element scale, the incoming solar radiation input is already partitioned into

direct beam, Rdir [W m−2], and diffuse radiation, Rdif [W m−2]. The direct beam

and diffuse radiation are further partitioned into the ultraviolet/visible (UV/VIS),

Λ1 [0.29 ÷ 0.70 µm], and the near-infrared (NIR), Λ2 [0.70 ÷ 4.0 µm], wavebands.

When these fluxes are not directed toward an horizontal plane, the remote and local

topographic effects are accounted for and the values of Rdir and Rdif are modified

using topographic and illumination metrics such as sky-view factor and shadow effect

(Section 3.3).

The incoming shortwave energy is either absorbed or reflected by the elements

composing the land-surface such as vegetation, soil, or other land cover components.

The conservation of global shortwave radiation could be described formally through

Eq. (8):

∑
Λ

[Rdir,Λ +Rdif,Λ] = Rabs,Hv +Rabs,Lv +Rabs,g +
n∑

s=1

Rabs,s +Rref , (8)

where Rabs,Hv , Rabs,Lv , Rabs,g, and Rabs,s [W m−2] are the shortwave radiation fluxes

absorbed by high-vegetation(Hv), low-vegetation (Lv) layers, bare ground under the

vegetation layer and other possible n surfaces (e.g., bare soil, water, snow, ice, rocks).

The variable Rref [W m−2] represents the total reflected shortwave energy, its value

depends on the land cover composition and more specifically on the albedos of the

surfaces facing the sky.

4.1.1 Vegetated surface

For a vegetated surface, in the most general case, the shortwave radiation is con-

sidered to impact the high-vegetation canopy (Hv) and to transfer first through the

high-vegetation and than through the low-vegetation (Lv) layer, ultimately reaching

the ground as shown in Figure 12.

The radiative transfer through and absorption by the two vegetation canopies
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Figure 12: A schematic diagram of the beam and diffuse solar radiation absorbed, trans-
mitted, and reflected by high-vegetation, low-vegetation, and under-canopy ground. In
this case the underneath surface is bare ground s = g, with albedos αµ

soil,Λ-αsoil,Λ. The
scheme is valid for both the wavebands Λ1 and Λ2.
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is calculated by applying twice the two-stream approximation method (Dickinson,

1983; Sellers, 1985;Dai et al., 2004). This violates the assumption of a homogenously

scattering (Lambertian) surface below the canopy but given the overall simplified

scheme it is not expected to worsen significantly the computation of shortwave ra-

diation transmission. Additionally, as discussed in Section 2.2, the presence of two

vertically stacked vegetation unit represents a rare exception rather than the rule.

The absorbed direct beam, IµΛ,abs [−], and diffuse, IΛ,abs [−], radiation fluxes in

the two wavebands in a general situation with two vegetation layers (Hv and Lv)

are described by the equations (9)-(12) and in Figure 13 for a single vegetation

layer. Equations (9)-(12) are formulated per unit incident flux and the superscript

µ indicates the direct beam component.

IµΛ,abs(Hv) = 1− SvfI ↑µΛ (Hv)− [1− I ↑Λ (Lv)]I ↓µΛ (Hv)−
[1− I ↑µΛ (Lv)]e

−Kopt(Hv)[PAI(Hv)] , (9)

IΛ,abs(Hv) = 1− SvfI ↑Λ (Hv)− [1− I ↑Λ (Lv)]I ↓Λ (Hv) , (10)

IµΛ,abs(Lv) = e−Kopt(Hv)[PAI(Hv)] − I ↑µΛ (Lv)−
(1− αµ

sΛ)e
−Kopt(Lv)[PAI(Lv)] , (11)

IΛ,abs(Lv) = I ↓Λ (Hv) + I ↓µΛ (Hv)− I ↑Λ (Lv)−
(1− αsΛ)[I ↓µΛ (Lv) + I ↓Λ (Lv)] . (12)

Figure 13: A schematic diagram of the beam and diffuse solar radiation absorbed, trans-
mitted, and reflected by a general layer of vegetation with and underneath surface s. The
scheme is valid for both the wavebands Λ1 and Λ2.

For both vegetation layers (Hv and Lv), the terms I ↑µΛ and I ↑Λ [−] are the

upward diffuse fluxes per unit incident direct beam and diffuse flux. I ↓µΛ and

I ↓Λ [−] are the downward diffuse fluxes per unit incident direct beam and diffuse
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radiation. e−Kopt(PAI) [−] is the direct beam flux transmitted through a generic

canopy per unit incident flux that is approximated through the Beer’s law (Monsi

and Saeki , 2005), where PAI = LAI + SAI + LAIdead is the plant area index

[m2 leaf area m−2 V EGarea]. The term LAI [m2 leaf area m−2 V EGarea] is

the leaf area index, SAI [m2 stem area m−2 V EGarea] is the stem area index,

and LAIdead [m2 leaf area m−2 V EGarea] is the leaf area index of standing dead

leaves. Kopt [−] is the optical depth of direct beam per unit plant area. Upward

fluxes I ↑µΛ, I ↑Λ [−], downward fluxes I ↓µΛ and I ↓Λ and, Kopt are calculated

through a canopy radiative transfer scheme (Section 4.2.1). All these quantities are

function of the two canopy layers Hv and Lv (Section 2.2), since they depends on

canopy type and structure. The terms αµ
sΛ and αsΛ [−] are the direct beam and

diffuse albedos of the generic surface underneath the canopy that can be represented

by bare soil, snow, or ponding water (Section 4.2). The terms I ↑µΛ and I ↑Λ in the

Eq. (9)-(12) are multiplied by the sky view factor Svf to take into account the

eventual smaller portion of sky available to receive the diffuse radiation

A “two big leaves” approximation is used to partition the canopy in a sunlit and

shaded fractions (Dai et al., 2004; Ivanov , 2006; Ivanov et al., 2008b). The sunlit

fraction of the canopy Fsun [−] is estimated assuming that the sunfleck penetration

in the canopy is given by fsun(x) = e−Kopt
′x (Dai et al., 2004; Ivanov et al., 2008b).

The variable fsun(x) decays exponentially and is controlled by the light extinction

parameter K ′
opt, according to the Beer’s law (Monsi and Saeki , 2005):

Fsun =
1

(PAI)

PAI∫
0

fsun(x)dx =
1

PAI

1− e−K′
opt(PAI)

K ′
opt

, (13)

where e−K′
opt(PAI) is the fractional area of the direct beam radiation (sunflecks)

on a horizontal plane below the plant area index PAI = LAI + SAI + LAIdead.

The shaded fraction is the complementary fraction Fshd = 1 − Fsun and the sunlit

and shaded leaf area indexes are: LAIsun = FsunLAI and LAIshd = FshdLAI

[m2 m−2]. In calculating Fsun, T&C uses the expression of Sellers (1985), K ′
opt =

Kopt

√
1− ωveg

vis , where
√
1− ωveg

vis accounts for scattering within the canopy (Section

4.2.1), while other authors assumed K ′
opt = Kopt (Dai et al., 2004). Following Ivanov

(2006), in order to prevent numerical instabilities Fsun = 0 when the sunlit fraction

is less than 1% (e.g., early morning and late evening hours). Note that the fractions

change during the day with the solar position sinceK ′
opt depends on the solar altitude

hS . Therefore also the radiation absorption and the photosynthetic rates of sunlit

and shaded leaf fractions are modified because the subdivision between the sunlit

and shaded portions of the canopy varies during the day.

The total solar radiation absorbed by high-vegetation Rabs,Hv [W m−2] is the sum

of the fraction absorbed by sunlit canopy Rabs,sun,Hv [W m−2] and shaded canopy
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Rabs,shd,Hv [W m−2]:

Rabs,Hv = Rabs,sun,Hv +Rabs,shd,Hv , (14)

Rabs,sun,Hv =
∑
Λ

[
Rdir,ΛI

µ
Λ,abs(Hv) +Rdif,ΛFsun(Hv)IΛ,abs(Hv)

]
Rabs,shd,Hv =

∑
Λ

[Rdif,ΛFshd(Hv)IΛ,abs(Hv)] .

The equation for shortwave solar radiation absorbed by low-vegetation Rabs,Lv

[W m−2] is similar to the previous one, with a different downward incoming flux

and different albedos used to computed the absorbing coefficient Eq. (9)-(12).

Rabs,Lv = Rabs,sun,Lv +Rabs,shd,Lv (15)

Rabs,sun,Lv =
∑
Λ

[
Rdir,Λ,HvI

µ
Λ,abs(Lv) +Rdif,Λ,HvFsun(Lv)IΛ,abs(Lv)

]
Rabs,shd,Lv =

∑
Λ

[Rdif,Λ,HvFshd(Lv)IΛ,abs(Lv)] .

where Rdir,Λ,Hv and Rdif,Λ,Hv are the direct beam and diffuse radiation transmitted

by the upper vegetation layer (Hv) and I
µ
Λ,abs(Lv), IΛ,abs(Lv) are estimated from Eq.

(9)-(12) with the albedos referring to the appropriate underneath surface (Section

4.2).

Rdir,Λ,Hv = Rdir,Λ

[
e−Kopt(Hv)[PAI(Hv)]

]
(16)

Rdif,Λ,Hv = Rdir,ΛI ↓µΛ (Hv) +Rdif,ΛI ↓Λ (Hv) . (17)

The solar radiation flux absorbed by the under-canopy layer Rabs,s [W m−2] that,

depending on the current condition, could be bare ground, water, or snow is:

Rabs,s =
∑
Λ

[
Rdir,Λ,Hve

−Kopt(Lv)[PAI(Lv)](1− αµ
sΛ) +

[Rdir,Λ,HvI ↓µΛ (Lv) +Rdif,Λ,HvI ↓Λ (Lv)](1− αsΛ)
]
. (18)

The scheme provided in Figure 12 summarizes the complete case with two vegeta-

tion layers, although in most occasions only one of the two layers is present. In this

case, the shortwave transfer scheme reduces to the one described in Oleson et al.

(2004); Ivanov et al. (2008b).

The presence of snow on the canopy modifies the optical parameters of the canopy

radiative transfer scheme (Section 4.2.1). Besides, the presence of snow or ponding

water at the ground also alters the underneath albedo. For this reason, Eq. (9)-

(12) are dynamically updated to take into account the current underneath albedo.

Bare ground, αµ
soil,Λ, αsoil,Λ, or low-vegetation, I ↑µΛ (Lv), I ↑Λ (Lv), albedos are

eventually substituted with water albedos αµ
wat,Λ, αwat,Λ or snow albedos, αµ

snow,Λ,
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αsnow,Λ. Such modifications are a function of the relative difference between the

height of ponding water or the height of the snowpack and the canopy height, as

illustrated for snow in Figure 14.

Figure 14: An illustration of the possible relations between snow depth and vegetation
height, which are used to determine the value of surface albedos. Snow when it occurs is
assumed to completely bury the low-vegetation, while it can be intercepted by the high-
vegetation layer. When there is intercepted snow on the high-vegetation, snow is typically
covering also the ground (right case). A similar scheme is also used for longwave radiation
fluxes. These relations are applied to both the wavebands, Λ1 and Λ2, and separately for
direct beam (µ) and diffuse radiation.

By analogy with the global shortwave radiation transfer scheme, the absorbed

Photosynthetically Active Radiation, PARabs [W m−2], is partitioned into PAR

absorbed by sunlit PARabs,sun [W m−2] and shaded leaves PARabs,shd [W m−2].

This partition is realized taking into account the direct beam Iµvis,abs and diffuse

fluxes Ivis,abs [−] absorbed by the vegetation canopies per unit incident flux in the

UV/VIS waveband [0.29 µm ÷ 0.70 µm]. This band does not overlap perfectly with

the Photosynthetically Active Radiation band [0.40 ÷ 0.70 µm]. However, errors

arising due to the use of absorbed fractions in the UV/VIS waveband are considered

negligible, as compared to other uncertainties.

PARabs = PARabs,sun + PARabs,shd , (19)

PARabs,sun = (PARdirI
µ
vis,abs + FsunPARdifIvis,abs)

LAI

PAI
, (20)

PARabs,shd = (FshdPARdifIvis,abs)
LAI

PAI
, (21)

where PARdir and PARdif are the incoming photosynthetically active radiation to

the canopy, once shadow effect, Sh, and the sky view factor, Svf , have been accounted

for (see Section 3.3). Note that when the scheme includes the two vegetation layers,

PARdir and PARdif for the low-vegetation layer (Lv) are obtained accounting for

the transmission through the upper layer as done for total shortwave in Eq. (16)-

(17). The terms PARabs,sun and PARabs,shd [W m−2] are used in the estimation

of photosynthesis and stomatal resistance in Section 6.6.4 . The above equations

assume the sunlit leaves absorb the direct beam radiation, that all leaves absorb
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diffuse radiation, and that leaves absorb LAI
LAI+SAI+LAIdead

of the radiation absorbed

by the vegetation. If Fsun = 0 all radiation is absorbed by the shaded leaves.

4.1.2 Non-vegetated surface

The total shortwave radiation flux absorbed by a non-vegetated surface (subscript

“s”), such as bare soil, water, rock, ice, or snow is:

Rabs,s =
∑
Λ

[
Rdir,Λ(1− Svfα

µ
sΛ) +Rdif,Λ(1− Svfαs,Λ)

]
, (22)

where αµ
s,Λ and αs,Λ are the albedos for beam and diffuse radiation of the generic

surface “s”.

4.1.3 fPAR and NDVI

The fraction of absorbed photosynthetically active radiation fPAR [−] is a quan-

tity typically observed through remote sensing product and is computed as:

fPAR =
PARabs

PARdir + PARdif
. (23)

Variables estimated separately for each different land cover of a given basic ele-

ment can be expressed as quantities averaged at the element-scale. The latter are

composed through a linear combination of the relative contributions (proportional

to the corresponding fractional areas) of all the land covers within a basic element.

The contribution of the vegetated fraction is in turn obtained as a linear combination

of all the Crown Areas (Section 2). The element-scale quantity of the Normalized

Difference Vegetation Index NDV I can be obtained as:

NDV I =
r̄nir − r̄vis
r̄nir + r̄vis

, (24)

with:

r̄Λ =
R ↑veg +R ↑s
Rdir,Λ +Rdif,Λ

, (25)

R ↑veg =

nc∑
i=1

{
Ccrown,i

(
Rdir,Λ[SvfI ↑µΛ (Hv, i)]

+Rdif,Λ[SvfI ↑Λ (Hv, i)]

)}
, (26)

R ↑s =
n∑

s=1

{
Cs

[
(Svfα

µ
sΛ)Rdir,Λ + (SvfαsΛ)Rdif,Λ

]}
, (27)

where Ccrown [−] are the fractions of the nc Crown Areas, Cs [−] are the fractions of

the n possible non-vegetated surfaces, s, and αµ
sΛ and αsΛ are the albedos for beam

and diffuse radiation of a generic s surface.

The element-scale quantities may be useful for model verification/calibration, e.g.,

the fPAR and NDV I values estimated using Eq. (23) and (24) can be used to
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relate the model output to observations from remote sensing platforms (Myneni

et al., 2002).

4.1.4 Clumping factor

To be added.

4.2 Surface albedos

Six types of albedos can be considered within a computational element: vegetated,

bare soil, snow, ice, rock, and water (Section 2). The vegetation albedos are param-

eterized using a canopy radiative transfer scheme, where biophysical properties of

vegetation are considered (e.g., leaf and stem reflectances and transmittances, leaf

orientation). Ground albedo for bare soil and understory bare ground is parameter-

ized based on soil surface moisture content. The snow albedo is a function of snow

age and phase composition of snow, e.g., freezing or melting conditions. The water

albedo is parameterized based on the solar altitude, and rock and ice albedos are

prescribed in this version of T&C.

4.2.1 Canopy radiative transfer scheme

The use of a canopy radiative transfer scheme is necessary in order to define the

absorbed radiation and the albedos of a vegetated surface. The canopy radiative

transfer scheme estimates, on the basis of leaf and stem optical characteristics (e.g.,

leaf and stem transmittances and reflectances, leaf angle) the variables I ↑µΛ, I ↑Λ,
I ↓µΛ, I ↓Λ, ωveg

vis and Kopt required for evaluation of IµΛ,abs, IΛ,abs, and the shortwave

energy balance of vegetated surfaces (Section 4.1.1). The terms I ↑µΛ and I ↑Λ [−]

are the upward diffuse fluxes per unit incident direct beam and diffuse radiation,

and ωveg
vis is a canopy weighted scattering coefficient.

Among several popular radiation transfer schemes (Goudriaan, 1977; Spitters

et al., 1986; Sellers et al., 1992; Hanan, 2001; Zhao and Qualls, 2005; Dai and

Sun, 2006; Dickinson, 2008; Widlowski et al., 2011), the two-stream approximation

is used in T&C (Dickinson, 1983; Sellers, 1985; Dai et al., 2004) because it com-

bines both computational simplicity and accuracy. This method has been applied

in several land surface schemes, as well as ecological and hydrological models with

good results (Sellers et al., 1986, 1996b; Bonan, 1996; Dai et al., 2004; Oleson et al.,

2004, 2013; Ivanov et al., 2008b). The two-stream approximation has been shown

to perform better than the Goudriaan’s radiation model and the Beer’s law even

when two different extinction coefficients for diffuse and direct radiation are used

(Wang , 2003). The derivation of the governing equations for the two-stream model

is based on the assumption that the incident sky diffuse radiation and the scattered

radiation in the canopy are all isotropic in inclination, that the vertical structure of

the canopy is uniform, and that the optical properties of the adaxial and abaxial

leaf surfaces are the same (Dai and Sun, 2006). Although, caveats of the two-stream

approximation have been reported (Dai and Sun, 2006), a comparison between the
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two-stream approximation model and a more complex multi-layer model has shown

differences of absorbed fluxes negligible for hydrological applications (Dai and Sun,

2007).

The two-stream approximation equations are:

−µ̄ dI ↑
d(PAI)

+ [1− (1− β)ω]I ↑ −ωβI ↓ = ωµ̄Koptβ0e
−Kopt(PAI) , (28)

µ̄
dI ↓

d(PAI)
+ [1− (1− β)ω]I ↓ −ωβI ↑ = ωµ̄Kopt(1− β0)e

−Kopt(PAI) , (29)

where I ↑ and I ↓ [−] are the upward and downward diffuse radiative fluxes per

unit incident flux, Kopt = G(µ)/µ [−] is the optical depth of direct beam per unit

plant area, µ is the cosine of the zenith angle of the incident beam or equivalent the

sine of the solar altitude µ = sin(hS) (where hS [rad] is the solar altitude), G(µ) [−]

is the relative projected area of phytoelements in direction µ, µ̄ [−] is the average

inverse diffuse optical depth per unit plant area, ω [−] is the scattering coefficient

of phytoelements, β and β0 [−] are the upscatter parameters for diffuse and direct

beam radiation, respectively. The optical parameters G(µ), µ̄, ω, β, and β0 are

calculated based on work of Sellers (1985) [see also Oleson et al. (2013)].

Once the vegetation optical properties, the direct beam albedo, αµ
sΛ, and diffuse

albedo, αsΛ, of the surface, s, underneath the vegetation are known, the equations

(28)-(29) can be solved analytically and this allows to calculate the radiation fluxes.

Considering a unit of incident direct and diffuse radiation, these are absorbed, re-

flected, and transmitted by the vegetation for ultraviolet/visible [0.29 ÷ 0.70 µm]

and near-infrared [0.70 ÷ 4.0 µm] wavebands. The surface s underneath the high-

vegetation (Hv) layer in case of a vertical composite vegetation is another vegetated

surface. In this case, the albedos are obtained using the two-stream approximation

in the low-vegetation layer (Lv).

The relative projected area of leaves and stems in the direction µ, G(µ) is computed

by fitting a nonlinear expression from Goudriaan (1977) once the value of χL is given:

G(µ) = ϕ1 + ϕ2µ , (30)

where ϕ1 = 0.5 − 0.633χL − 0.33χ2
L and ϕ2 = 0.877(1 − 2ϕ1) for −0.4 < χL < 0.6.

The term χL is an empirical parameter related to the leaf angle distribution (Ross,

1975). χL represents the departure of leaf angles from a spherical angle distribution

and equals +1 for horizontal leaves, 0 for a spherical leaf angle distribution, and

−1 for vertical leaves. The leaf angle distribution is a key parameter to characterize

canopy structure and plays an important role in controlling energy and mass transfer

in the soil-vegetation-atmosphere continuum (Wang et al., 2007).

The average inverse diffuse optical depth per unit plant area µ̄ is:

µ̄ =

1∫
0

µ

G(µ)
dµ =

1

ϕ2

[
1− ϕ1

ϕ2
ln

(
ϕ1 + ϕ2
ϕ1

)]
, (31)
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This integral is based on the assumptions: ϕ1 ̸= 0 and ϕ2 ̸= 0. There might be

situations when ϕ1 or ϕ2 could be zero, consequently the integral (31) is no longer

valid and Dai et al. (2004) provide supplementary solutions as follows:

µ̄ = 1/0.877 if ϕ1 = 0 (32)

µ̄ = 1/[2ϕ1] if ϕ2 = 0 (33)

The optical parameters of vegetation, ω, β, and β0 vary with wavelength (Λ) and

are defined as:

ωΛ = ωveg
Λ ,

ωΛβΛ = ωveg
Λ βvegΛ , (34)

ωΛβ0,Λ = ωveg
Λ βveg0,Λ .

For vegetation, ωveg
Λ = αΛ + τΛ. αΛ [−] is a weighted combination of the leaf, stem,

and dead-leaf reflectances (αleaf
Λ , αstem

Λ , αldead
Λ ):

αΛ = αleaf
Λ wleaf + αstem

Λ wstem + αldead
Λ wldead , (35)

where wleaf = LAI/(LAI+SAI+LAIdead), wstem = SAI/(LAI+SAI+LAIdead),

and wldead = LAIdead/(LAI +SAI +LAIdead). τΛ [−] is a weighted combination of

the leaf, stem and dead-leaf transmittances (τ leafΛ , τ stemΛ , τ ldeadΛ ):

τΛ = τ leafΛ wleaf + τ stemΛ wstem + τ ldeadΛ wldead . (36)

The upscatter for diffuse radiation is:

ωveg
Λ βvegΛ =

1

2

[
αΛ + τΛ + (αΛ − τΛ)

(
1 + χL

2

)2
]

(37)

and the upscatter for direct beam radiation is:

ωveg
Λ βveg0,Λ =

1 + µ̄Kopt

µ̄Kopt
as(µ)Λ , (38)

where the single scattering albedo is:

αs(µ)Λ =
ωveg
Λ

2

1∫
0

µG(µ)

µG(µ) + µG(µ)
dµ

=
ωveg
Λ

2

G(µ)

µϕ2 +G(µ)

[
1− µϕ1

µϕ2 +G(µ)
ln

(
µϕ1 + µϕ2 +G(µ)

µϕ1

)]
.

(39)

The upward diffuse fluxes per unit incident direct beam and diffuse flux, i.e., the
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vegetated surface albedos are:

I ↑µΛ =
h1
σ

+ h2 + h3 , (40)

I ↑Λ = h7 + h8 . (41)

The downward diffuse fluxes per unit incident direct beam and diffuse radiation,

respectively, are:

I ↓µΛ =
h4
σ
e−Kopt(LAI+SAI+LAIdead) + h5s1 +

h6
s1
, (42)

I ↓Λ = h9s1 +
h10
s1

. (43)

The estimation of parameters h1 to h10, σ, and s1, strictly for σ ̸= 0, follows Sellers

(1985) and Oleson et al. (2004) and it is also reported in Appendix C of Fatichi

(2010). Dai et al. (2004) give also the parametrization for σ = 0 together with new

expressions for I ↑Λ and I ↓Λ.
With the presence of snow in the canopy, as intercepted snow, the optical parame-

ters ω, β, and β0 are determined as a weighted combination between the vegetation

and intercepted snow parameters:

ωΛ = ωveg
Λ (1− dw,sno) + ωsno

Λ (dw,sno) ,

ωΛβΛ = ωveg
Λ βvegΛ (1− dw,sno) + ωsno

Λ βsnoΛ (dw,sno) , (44)

ωΛβ0,Λ = ωveg
Λ βveg0,Λ(1− dw,sno) + ωsno

Λ βsno0,Λ (dw,sno) ,

where dw,sno is the fraction of canopy covered by snow (Section 5.3.1). The value of

ωsno
Λ , βsnoΛ , and βsno0,Λ for intercepted snow are taken from the Appendix B of Sellers

et al. (1986), see also Oleson et al. (2013) (page 46).

The optical properties introduced, i.e., leaf, stem and dead-leaf reflectances, (αleaf
Λ ,

αstem
Λ , αldead

Λ ); leaf, stem, and dead-leaf transmittances, (τ leafΛ , τ stemΛ , τ ldeadΛ ), and

the leaf angle distribution, χL, for different plant functional types and for VIS and

NIR wavelengths were first provided by Dorman and Sellers (1989) and Asner et al.

(1998) and can found in Oleson et al. (2013) (page 45).

4.2.2 Ground albedo

The direct beam, αµ
soil,Λ [−], and diffuse, αsoil,Λ [−], ground albedos depend on

soil color class and moisture content at the soil surface (Dickinson et al., 1993):

αµ
soil,Λ = αsoil,Λ = (αsat,Λ +∆) ≤ αdry,Λ , (45)

where ∆ [−] depends on the volumetric water content, θS [−], of the upper layer

of the soil column (Section 12.1) through the equation: ∆ = (0.11 − 0.40 θS) and

∆ > 0. The terms αsat,Λ and αdry,Λ [−] are the albedos for saturated and dry soil

that depend in turn on color classes (assigned as in Dickinson et al. (1993), see also

Oleson et al. (2013), page 48).

27



Since often the soil color class is unknown and its estimation is difficult, typical

values: αsat,vis = 0.11, αdry,vis = 0.22, αsat,nir = 0.225 and, αdry,nir = 0.45 can be

used. The ground albedos are assumed to be independent of the type of incident

radiation (direct beam or diffuse), while they depend on the waveband.

4.2.3 Water albedo

Unfrozen water surfaces, lakes, and wetland albedos are parameterized as in Bonan

(1996). The beam direct albedos are considered function of the cosine of the solar

zenith angle, µ, or equivalent of the sine of the solar altitude, hS [rad], µ = sin(hS):

αµ
wat,vis = αµ

wat,nir = 0.06(µ1.7 + 0.15)−1. (46)

The diffuse albedos are instead constant αwat,Λ = 0.06. Consequently, the water

surface albedos are assumed to be independent of the waveband, while they are

influenced by the type of radiation (direct beam or diffuse).

4.2.4 Rock albedo

Theoretically rock albedo depends on the type and mineral composition of the

rock. For simplicity, rock albedo is assumed to be constant and equal for beam

direct and diffuse radiation and for the two wavebands:

αµ
rock,Λ = αrock,Λ = 0.25 . (47)

4.2.5 Ice albedo

Ice albedo is a function of ice age, dust, and debris cover (Cuffey and Paterson,

2010). For simplicity, ice albedo is assumed to be constant and equal for beam direct

and diffuse radiation and for the two wavebands and is a model input, with typical

value between 0.3 to 0.5.

αµ
iceΛ = αice,Λ . (48)

4.2.6 Snow albedo

The parametrization of snow albedo is fundamental for the simulation of snowpack

dynamics (Section 7.2). The partition between reflected and absorbed shortwave

energy by a snow covered surface can vary by more than 50% depending on the

condition of snow. Snow albedo has been shown to depend on many factors, such as

precipitation history, snow depth, radiation type, sun angle, wavelength, grain size

and type, liquid water content of the snowpack, meteorological conditions, and air

pollution effects (Wiscombe and Warren, 1980; Dickinson et al., 1993; Melloh et al.,

2002; Aoki et al., 2003; Pederson and Winther , 2005; Mölders et al., 2008; Gardner

and Sharp, 2010).

A simple scheme is used in T&C to parameterize snow albedo. The approach

was first proposed in the ISBA model by Douville et al. (1995). It includes a snow
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age dependence and distinguishes between melting and freezing periods. Typically

refrozen snow albedo is lower than fresh snow albedo due to metamorphism effects

inside the snowpack, liquid water content, and impurity content. In Douville et al.

(1995), snow albedo of melting periods is parameterized as a time exponentially

decreasing function to account for wet metamorphism. During cold days, a weak

linear decrease function is imposed, according to an observational study of Baker

et al. (1990). The snow albedos are assumed to be the same, regardless of the type

of incident radiation (direct beam or diffuse) and wavebands αµ
sno,Λ = αsno,Λ = αsno.

αsno(t+ dt) = αsno(t)− τa
dt

τ1
, if Ts < 0,

αsno(t+ dt) = [αsno(t)− αm
sno] exp

(
−τf

dt

τ1

)
+ αm

sno , if Ts = 0, (49)

where τa = 0.008 [−], τf = 0.24 [−], and τ1 = 86400 [s] are parameters introduced by

Douville et al. (1995); αm
sno = 0.5 [−] is the minimum allowed albedo of snow; and Ts

[◦C] is the snowpack temperature. When a new snowfall occurs, the albedo of snow,

αsno, is reset to a maximum value, αM
sno = 0.85 [−]. Eq. (49) gradually modifies the

albedo from the maximum of 0.85 to a minimum of 0.5 as the snow ages. In the

original ISBA parameterization, a snowfall is considered to refresh the albedo when

a threshold value of 10 [mm] of snow water equivalent SWE is exceeded, without

a specification of the time step. Snow albedo modeling is very sensitive to this

parameter. In this version, snowfall is accumulated over the previous 24 hours and

is considered to reset snow albedo to the maximum, when it exceeds the threshold

ThPr,sno, which is a model parameter. Values of ThPr,sno = 8−20 [mm day−1] have

been found to give reasonable results in multiple locations.

When there is snow below canopy, shadow effects induced by vegetation and the

modified surface reflectances are properly accounted for in the model, as sketched

in Figure 14. The scheme used to calculate shortwave radiation fluxes absorbed by

canopy and by understory snowpack provides the capability to model vegetation,

energy, and water interactions in cold environments.

4.3 Longwave fluxes

In a general form, the net absorbed longwave radiation, Labs [W m−2], is given

as the difference between the incoming longwave radiation, L ↓ [W m−2], and the

outgoing longwave radiation, L ↑ [W m−2]. The latter depends on the radiative

temperature of the surface, through the Stefan-Boltzmann law. At the land surface,

the incoming longwave radiation is the downward atmospheric radiation, Latm times

the sky view factor Svf [−]:

Labs = SvfLatm − L ↑ . (50)

The term Latm [W m−2] can be provided as an input time series to T&C or can be

computed internally based on the cloud cover fraction N [−] and the atmospheric
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vapor pressure ea [Pa]:

Latm = ϵcsKN σT 4
a , (51)

where Ta [K] is the air temperature at the reference height, zatm (Section 2),

σ = 5.6704 10−8 [W m−2 K−4] is the Stefan-Boltzmann constant. Many differ-

ent parameterizations of the cloudiness correction factor KN and of the clear sky

emissivity ϵcs have been presented in literature (Brutsaert , 1975; Idso, 1981; Bras,

1990; Prata, 1996; Pirazzini et al., 2001; Iziomon et al., 2003). Intecomparison stud-

ies suggest that the combination of Dilley and O’Brien (1998) parameterization of

ϵcs and the Unsworth and Monteith (1975) parameterization of KN generally pro-

vide better results (Flerchinger et al., 2009; Juszak and Pellicciotti , 2013). These

parameterizations are adopted in T&C, whenever Latm is not available as input:

ϵcs =

(
59.38 + 113.7

(
Ta

273.16

)6
+ 96.96

√
w
25

)
σT 4

a

, (52)

KN = (1− 0.84N) + 0.84
N

ϵcs
, (53)

where w = 4.65ea/Ta [mm] is the precipitable water from Prata (1996).

4.3.1 Vegetated surface

The longwave radiation fluxes in the general case of two vegetation layers and

partitioned between sunlit and shaded leaves are:

L ↓Hv = (1− αHv)SvfLatm + Fsun(Hv)ϵHvσTv,sun(Hv)
4 +

Fshd(Hv)ϵHvσTv,shd(Hv)
4 , (54)

L ↓Lv = (1− αLv)L ↓Hv +Fsun(Lv)ϵLvσTv,sun(Lv)
4 +

Fshd(Lv)ϵLvσTv,shd(Lv)
4 , (55)

L ↑s = (1− αs)L ↓Lv +ϵsσT
4
s , (56)

L ↑Lv = (1− αLv)L ↑s +Fsun(Lv)ϵLvσTv,sun(Lv)
4 +

Fshd(Lv)ϵLvσTv,shd(Lv)
4 , (57)

L ↑Hv = (1− αHv)L ↑Lv +Fsun(Hv)ϵHvσTv,sun(Hv)
4 +

Fshd(Hv)ϵHvσTv,shd(Hv)
4 , (58)

where L ↓Hv and L ↓Lv are downward longwave radiation from high and low vegeta-

tion and L ↑Lv , L ↑Lv , L ↑s are the corresponding upward longwave radiation from

vegetation and the surface s underneath the canopy. The terms Tv,sun and Tv,shd

[K] are the radiative canopies temperature for sunlit and shaded leaves function of

the vegetation layer Hv or Lv and Ts [K] is the radiative temperature of the surface

underneath the low canopy. The terms ϵHv , ϵLv are the vegetation emissivities and

αHv and αLv are the vegetation absorptivities. ϵs is the emissivity of the underneath

surface and αs is the correspondent absorptivity. Fsun and Fsun are the sunlit and
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shaded portions of the canopy as described previously (Section 4.1.1).

In the above equations, it is assumed that leaves emit long-wave radiation from

both sides. The scheme also assumes that a fraction (1 − α(Hv/Lv)) of long-wave

radiation is transmitted through the canopy and the fraction (1− αs) of downward

longwave radiation below the canopy is reflected by the underneath surface. The

vegetation emissivity is computed as ϵv = 1 − e−(PAI)/µ⃗, where PAI, SAI is the

one-sided sum of leaf, stem and dead-leaves area indexes and µ⃗ = 1 is the average

inverse optical depth for longwave radiation (Bonan, 1996). The absorptivities,

αv, are taken equal to the emissivities, ϵv, and all these quantities depend on the

vegetation layer Hv or Lv.

According to the formulation described in Section 4.3 and Figure 15 the absorbed

longwave radiation for the two vegetation layers and for sunlit and shadow fractions

Labs,sun,Hv , Labs,shd,Hv , Labs,sun,Lv , Labs,shd,Lv [W m−2] and for understory surface

Labs,s [W m−2] are:

Labs,sun,Hv = Fsun(Hv)[SvfLatm − L ↓Hv −SvfL ↑Hv +L ↑Lv ] , (59)

Labs,shd,Hv = Fshd(Hv)[SvfLatm − L ↓Hv −SvfL ↑Hv +L ↑Lv ] , (60)

Labs,sun,Lv = Fsun(Lv)[L ↓Hv −L ↓Lv −L ↑Lv +L ↑s] , (61)

Labs,shd,Lv = Fshd(Lv)[L ↓Hv −L ↓Lv −L ↑Lv +L ↑s] , (62)

Labs,s = L ↓Lv −L ↑s . (63)

Since it is impossible to distinguish which part of longwave energy is absorbed from

the sunlit and shaded part of the canopy, the fraction Fsun and Fshd are also used to

subdivide the absorbed longwave radiations. In the case of a single vegetation layer

the system of equations (54)-(58) reduces to a three equations system, as described

in Bonan (1996) and Ivanov et al. (2008b).

The presence of snowpack alters the longwave radiation exchange. In this case the

snow depth is compared to the height of vegetation layer. The scheme is similar

to the one used to compute snow effects for the shortwave radiation flux estimation

(Figure 14). In this case, the temperature of the snowpack is used to compute

longwave radiation emissions.

4.3.2 Non-vegetated surface

For a non-vegetated surface, s, the absorbed net longwave radiation takes the form:

Labs,s = αs SvfLatm − L ↑s , (64)

L ↑s = Svf ϵsσT
4
s , (65)

where αs [−] is the absorptivity of the surface, s, ϵs [−] is the emissivity of the

surface, and Ts [K] is the surface temperature (Section 5.1). In the most general

case, water, ice, snow, rocks and bare soil net longwave radiation may be computed

with Eq. (64) and have a different Ts. The above equation assumes that the fraction

(1− αs) of the atmospheric longwave flux is reflected by a surface.
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Figure 15: A sketch of long-wave radiation fluxes absorbed, transmitted, reflected, and
emitted by vegetation and under-canopy surface. In the scheme the surface underneath
the second vegetation layer Lv is bare ground (s = g). Latm is the downward atmospheric
longwave radiation flux, Lv ↓(Hv/Lv) is the downward longwave radiation flux from the
vegetation canopy, L ↑g is the upward longwave radiation flux from the ground, and
Lv ↑(Hv/Lv) is the upward longwave radiation fluxes from the canopy. Labs,Hv , Labs,Lv ,
Labs,g are the absorbed longwave radiation fluxes for high and low vegetation layers, and
understory ground respectively.

The emissivity values used in the model are: ϵsno = ϵice = 0.97 for snow and ice,

ϵsoil = 0.96 for bare soil, ϵwat = 0.96 for water surfaces, ϵrock = 0.95 for rocks. The

absorptivities, αs, are taken equal to the emissivities ϵs.

4.4 Net radiation

The total net radiation, Rn [W m−2], absorbed at the element scale is the weighted

sum of the net radiation absorbed by individual land cover fractions, i.e., vegetated

areas, bare soil areas, water, rocks, ice, and snow:

Rn = Rn,sun,Hv +Rn,shd,Hv +Rn,sun,Lv +Rn,shd,Lv +Rn,ground +

Rn,sno +Rn,wat +Rn,rock +Rn,ice , (66)
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where Rn,sun,Hv , Rn,shd,Hv , Rn,sun,Lv Rn,shd,Lv , and Rn,ground [W m−2] are radiation

fluxes absorbed by high vegetation, low vegetation, and bare ground at the element

scale. The absorbed net radiation fluxes by snow, ice, rocks and water surfaces at

the element scale are Rn,snow, Rn,ice, Rn,rock and Rn,wat [W m−2], respectively. Note

that typically only one or few components of Eq. (66) are different from zero. For

instance, the net radiation absorbed by vegetation only is:

Rn,veg = Rn,sun,Hv +Rn,shd,Hv +Rn,sun,Lv +Rn,shd,Lv . (67)

The calculation of the various components of Eq. (66) is as follows:

Rn,sun,Hv = [1− Csno][1− Cice]

nc∑
i=1

(
Ccrown,i[Rabs,sun,Hv ,i

+Labs,sun,Hv ,i]
)
, (68)

Rn,shd,Hv = [1− Csno][1− Cice]

nc∑
i=1

(
Ccrown,i[Rabs,shd,Hv ,i

+Labs,shd,Hv ,i]
)
, (69)

Rn,sun,Lv = [1− Csno][1− Cice]

nc∑
i=1

(
Ccrown,i[Rabs,sun,Lv ,i

+Labs,sun,Lv ,i]
)
, (70)

Rn,shd,Lv = [1− Csno][1− Cice]

nc∑
i=1

(
Ccrown,i[Rabs,shd,Lv ,i

+Labs,shd,Lv ,i]
)
, (71)

Rn,ground = Cbare[Rabs,bare + Labs,bare][1− Csno][1− Cice]

+

nc∑
i=1

(
Ccrown,i[Rabs,s,i + Labs,s,i]

)
, (72)

Rn,sno = Csno

[
Rabs,sno + Labs,sno

][
1−

nc∑
i=1

Ccrown,i − Cwat

]
+CwatCsno,w[Rabs,sno + Labs,sno] , (73)

Rn,ice = Cice

[
Rabs,ice + Labs,ice

]
[1− Csno]

[
1−

nc∑
i=1

Ccrown,i − Cwat

]
+CwatCice,w[Rabs,ice + Labs,ice] , (74)

Rn,wat = Cwat[Rabs,wat + Labs,wat][1− Csno,w][1− Cice,w] , (75)

Rn,rock = Crock[Rabs,rock + Labs,rock][1− Csno][1− Cice] , (76)

where the Ccrown , i = 1, ..., nc [−] represent the fractions occupied by vegetation

patches, Cbare [−] is the fraction occupied by bare soil, Cwat [−] is the fraction

occupied by water surfaces, Crock [−] is the fraction occupied by rocks, Csno and

Cice [−] are variables that assumes the value of 1 in presence of snow/ice and 0

otherwise, and Cice,w and Csno,w [−] are variables that assumes the value of 1 when

33



there is ice and snow above a water surface and 0 otherwise (see Section 2). For

instance a frozen lake carrying some snow will have Cice,w = 1 and Csno,w = 1.

The subscript, s, may refer to the ground under canopy, i.e., s = g in Eq. (18)

and (63), and consequently Rabs,g and Labs,g are the shortwave and longwave fluxes

absorbed by the ground. Otherwise, s may refer to the snowpack under vegetation

layers [s = sno in equation (18) and (63)] or to ponding water below the vegetation

(s = wat).

Note that in the case of snow cover and a fully or partially vegetated surface the

net radiation absorbed by the ground snowpack can be computed as:

Rn = Rn,ground +Rn,sno . (77)

This quantity is the result of radiation transfer through the canopy and thus accounts

for the longwave radiation exchange between the plant and snow and vegetation

shadow effects for shortwave radiation.

5 Soil-vegetation-atmosphere mass and heat transfer

In order to estimate sensible and latent heat fluxes between the ground and the ref-

erence height zatm, the model employs a resistance analogy scheme (Garratt , 1992;

Arya, 2001; Brutsaert , 2005). Such a theoretical framework is commonly used in

land surface and hydrological models (Sellers et al., 1986; Choudhury and Monteith,

1988; Noilhan and Planton, 1989; Dickinson et al., 1993; Ducoudré et al., 1993;

Viterbo and Beljaars, 1995; Braud et al., 1995; Sellers et al., 1996b; Noilhan and

Mafhouf , 1996; Bonan, 1996; LoSeen et al., 1997; Mengelkamp et al., 1999; Cox

et al., 1999; Oleson et al., 2004; Bertoldi et al., 2006b; Ivanov et al., 2008b). For a

remarkable summary of this type of approach the reader is referred to Sellers et al.

(1997). In this section, numerical schemes and relevant assumptions for the estima-

tion of sensible, latent, and ground heat fluxes are presented. A detailed description

of the resistances and their computation is presented in Section 6. The estimation

of energy and water fluxes from both non-vegetated surfaces and vegetated patches

is discussed in the following.

5.1 Prognostic temperatures simplification

Generally, the energy balance closure requires a numerical solution of a system of

highly non-linear equations, which unknowns are the different prognostic Tj temper-

atures, j = 1, ..., nT , where nT is the number of prognostic temperatures accounted

for by a given model. The temperatures Tj may be dependent or independent, ac-

cording to the adopted radiation transfer and resistance schemes, with the likely case

of dependence among most of the Tj temperatures (e.g., Eq. 54-58). Even in the

unrealistic case of independent Tj , single non-linear energy balance equations must

be solved nT times. In advanced models, multi-temperature schemes are typically

implemented using two different temperatures, one for bare ground, Tg, and one for
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vegetation (leaf temperature), Tv, (Braud et al., 1995; Sellers et al., 1996b; Ander-

son et al., 2000; Oleson et al., 2004; Ivanov et al., 2008b). Sometimes, a further

differentiation between sunlit leaves, Tv,sun, and shaded leaves, Tv,shd, temperatures

is accounted for in land-surface schemes which include biochemical models of pho-

tosynthesis. This solution leads to three prognostic temperatures (Baldocchi and

Harley , 1995; Wang and Leuning , 1998; Dai et al., 2004). More recently, multi-layer

vegetation models have been implemented where the canopy is subdivided in vari-

ous layers and sunlit and shaded leaf fractions (Baldocchi and Wilson, 2001; Drewry

et al., 2010; Bonan et al., 2014; Ryder et al., 2016). This configuration generates a

much larger number of prognostic temperatures, which solution implies some degree

of approximation or specific assumptions (Ryder et al., 2016). When snow or other

surfaces, such as rocks or water, are considered nT can further increase making the

energy balance estimation particularly challenging and computationally demanding.

It should be noted that even the use of detailed models with three or more prog-

nostic temperatures is still an approximation of the real-world. Leaf temperature

can vary by 3-4 [◦C] within the same leaf (Stokes et al., 2006) and the temperature

of bare ground below vegetation layers may be rather different when compared to

the temperature of isolated patch of bare soil. Vegetation shadow effects can further

induce important temperature differences within the canopy and in its surroundings.

A major simplification is adopted in T&C, which assumes, with an important

exception detailed below, a single value of prognostic temperature, Ts. This value

represents the homogeneous radiative temperature of the surface in a given com-

putational element. This temperature Ts reflects the aggregated effect of energy

partition in the nc types of land cover in the absence of snow (Section 2). The

single prognostic temperature simplification is a pragmatical choice uniquely related

to the large computational efforts required to solve the energy budget with a multi-

temperature scheme and does not have any other theoretical justification. In fact,

the use of a unique value of Ts permits to reduce the system of equations to a single

equation and thus allows to speed up the solution of the energy balance and further

simplifies the computation of net radiation and photosynthesis. The reduction of the

computational effort is remarkable. However, this has also practical limitations. For

instance, all the components of absorbed net radiation are summarized in a single

Rn (Eq. 66). This implies that for very dense canopies the net radiation absorbed by

the leaves, may be counterbalanced by undercanopy ground evaporation or sensible

heat, contrasting with the physical realization of the process. This shortcoming is

only partially mitigated by the control exerted by terms such as the undercanopy

resistance r′a (Section 6.2). Another limitation, is related to longwave radiation ex-

changes between vegetation and ground, which are only related to emissivities and

vegetation structural properties (e.g., LAI) but not to differences in temperature. In

order to mitigate the implications of assuming a single prognostic temperature, Ts,

it is strongly recommended to have basic computational elements of small dimension

with a uniform land cover, (e.g., fully covered by vegetation, rocks or water).

In vegetated elements, when snow cover is present at the ground, i.e., Csno = 1,
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and the vegetation is snow free, i.e., the intercepted snow cover less than half of

the canopy dw,sno < 0.5 (Section 7.3), the model computes two prognostic tem-

peratures Ts and Tveg. The temperature Ts is assumed to represent the snowpack

radiative temperature, while Tveg represents the temperature of snow-free vegetated

surfaces, which is obtained from the balance between the net radiation absorbed by

the vegetation layers (Eq. 67) along with sensible and latent heat produced by these

layers. This solution allows to account for the substantial difference in temperature

between vegetation and snow, which may occur in certain periods. For instance,

in the melting season longwave radiation emitted by a warm evergreen canopy can

significantly contribute to snowmelt (Lundquist et al., 2013). When dw,sno > 0.5 the

energy budget of vegetation is not explicitly resolved and Ts represents the snowpack

radiative temperature.

5.2 Numerical solution for surface temperature

The prognostic surface temperature Ts is the central variable for the estimation

of heat fluxes to close the energy balance. In the adopted scheme Ts, in most

cases, is the only considered prognostic temperature (Section 5.1). Net radiation,

Rn, sensible heat, H, latent heat, λE, ground heat, G, and incoming heat with

precipitation, Qv, are calculated based on Ts. Including the heat consumed by CO2

fixation in the photosyntehsis λPAC , but neglecting the heat stored in the canopy

and air between the surface and the reference height zatm and any lateral advective

term, the surface energy balance in the absence of snow and ice becomes:

Rn(Ts)−H(Ts)− λE(Ts)−G(Ts) +Qv(Ts)− λPAC = 0 . (78)

Equation (78) is highly non-linear; for instance all of the resistance terms needed to

compute the various fluxes theoretically depend on Ts, and thus its solution can be

only found numerically. To solve Eq. 78 we used the Matlab “fzero” function, which

uses a combination of bisection, secant, and inverse quadratic interpolation methods

(Forsythe et al., 1976). The closure of the energy balance in the presence of snow is

described in Section 7.2 and in the presence of ice in Section 8. The energy budget

of snow-free vegetated surfaces to compute Tveg is a simpler form of Eq. (78):

Rn(Tveg)−H(Tveg)− λE(Tveg)− λPAC = 0 . (79)

5.3 Sensible heat

The conceptual diagram of sensible heat flux with resistances is described in Figure

16 for a snow free vegetated patch and in Figure 17 when snow is present and it

covers the low-vegetation layer.

The sensible heat flux at the patch scale H [W m−2] between the ground surface

and the reference height zatm is a weighted sum of different land cover fractions. It

is assumed that the heat stored by the vegetation is negligible. Thus the sensible
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Figure 16: A conceptual diagram of sensible heat flux including resistances for a vegetated
patch (Crown Area) without snow cover. For the definition of symbols refer to the text.

.

heat flux at the element scale is:

H =

nc∑
i=1

(
Ccrown,i[HHv ,sun,i +HHv ,shd,i +HLv ,sun,i +HLv ,shd,i +Hg,i]

)
+

CbareHbare + CwatHwat + CrockHrock + Cice(1− (1− Cicew)Cwat)Hice +[
dw,sno

nc∑
i=1

(
Ccrown,i [PAI(Hv,i)]

)
+
(
1−

nc∑
i=1

Ccrown,i − (1− Csnow)Cwat

)]
Hsno,f +

nc∑
i=1

(Ccrown,iHsno,v,i) , (80)

where HHv ,sun, HHv ,shd, HLv ,sun, HLv ,shd, and Hg [W m−2] are the sensible heat

fluxes from the sunlit and shaded fractions of high-vegetation, low-vegetation layers,

and understory ground. The terms Hbare, Hwat, Hrock and Hice [W m−2] are the

sensible heat fluxes from bare soil, water, rock and ice surfaces. The terms Hsno,f

and Hsno,v [W m−2] are the sensible heat from snow in an open field and snow below

the vegetation, respectively. Finally, the variable dw,sno [−] is the fraction of high-

vegetation covered by snow (Section 5.3.1). The low-vegetation layer is assumed to

be entirely covered when snow is present (i.e., Csno = 1). In this case the sensible

37



heat flux from low-vegetation is assumed zero. However, the flux Hsno,v of snow

below high-vegetation is computed.

Figure 17: A conceptual diagram of sensible heat including resistances for a vegetated
patch (Crown Area) in the presence of snow. For the definition of symbols refer to the
text.

.

5.3.1 Vegetated surface

The sensible heat fluxes for different elements of a vegetated surface are estimated

using the specific temperatures, which are all assumed to be equal to the surface

temperature Ts [◦C]:

HHv ,sun = [1− Cice][1− Csno]ρaCp
(Tv,sun(Hv)− Ta)

rah +
rb(Hv)

2[PAI(Hv)]Fsun(Hv)(1−dw,sno)

, (81)

HHv ,shd = [1− Cice][1− Csno]ρaCp
(Tv,shd(Hv)− Ta)

rah +
rb(Hv)

2[PAI(Hv)]Fshd(Hv)(1−dw,sno)

, (82)

HLv ,sun = [1− Cice][1− Csno]ρaCp
(Tv,sun(Lv)− Ta)

rah + ra′(Hv) +
rb(Lv)

2[PAI(Lv)]Fsun(Lv)

, (83)

HLv ,shd = [1− Cice][1− Csno]ρaCp
(Tv,shd(Lv)− Ta)

rah + ra′(Hv) +
rb(Lv)

2[PAI(Lv)]Fshd(Lv)

, (84)

Hg = [1− Cice][1− Csno]ρaCp
(Tg − Ta)

rah + ra′(Hv) + ra′(Lv)
, (85)

Hsno,v = [Csno]ρaCp
(Tsno − Ta)

rah + ra′(Hv)
. (86)
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The terms Tv,sun and Tv,shd [◦C] are the radiative canopies temperature for sunlit

and shaded leaves function of the vegetation layer Hv or Lv. Tg [◦C] is the radiative

temperature of the ground surface and Tsno [◦C] is the snow surface temperature.

The term Cp = 1005+[(Ta+23.15)2]/3364 [J kg−1K−1] is the specific heat capacity

of air at a constant pressure, ρa [kgm−3] is the air density, PAI = LAI + SAI +

LAIdead is the plant area index including living and dead leaves and stem, rah

[s m−1] is the aerodynamic resistance to heat flux, rb, and ra
′ [s m−1] are the leaf

boundary, and undercanopy resistances, which are functions of the vegetation type

Hv or Lv. Further details on resistances can be found in Section 6. Note that

equations (81)-(85) assume that both sides of the leaves can generate sensible heat.

The term dw,sno = min [1, InSWE
/InMSWE

] [−] is the fraction of high-vegetation

covered by intercepted snow (Lee and Mahrt , 2004). The term InSWE
[mm] is

the intercepted snow, and InMSWE
[mm] is the maximum intercepted snow (Section

7.3). The binary operators Csno, and Cice [−] are used to determine the presence or

absence of snow and ice, respectively.

When snow cover is present at the ground, i.e., Csno = 1, the terms HHv ,sun and

HHv ,shd would be zero. However, if the intercepted snow covers less than half of

the canopy dw,sno < 0.5, the sensible heat from snow-free vegetation is explicitly

computed, since in this case two prognostic temperatures are used (Section 5.1). In

such a case, the energy budget is solved twice once for the snowpack temperature

and once for the snow-free vegetation temperature.

5.3.2 Non-vegetated surface

The sensible heat fluxes for non-vegetated land cover types are estimated as follows:

Hbare = [1− Cice][1− Csno]ρaCp
(Tg − Ta)

rah
, (87)

Hwat = [1− Cice,w][1− Csno,w]ρaCp
(Twat − Ta)

rah
, (88)

Hrock = [1− Cice][1− Csno]ρaCp
(Trock − Ta)

rah
, (89)

Hice = [Cice][1− Csno]ρaCp
(Tice − Ta)

rah
, (90)

Hsno,f = [Csno]ρaCp
(Tsno − Ta)

rah
, (91)

where Tice Twat, and Trock [◦C] are the radiative temperatures of ice, water surfaces,

and rocks and Cice,w and Csno,w [−] are variables that assumes the value of 1 when

there is ice and snow above a water surface and 0 otherwise.

5.4 Latent heat

The conceptual diagram of latent heat flux and related resistances is described in

Figure 18 for a snow free vegetated patch.

The latent heat flux, λE [W m−2], or specifically, the energy flux of condensation,
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Figure 18: A conceptual diagram for latent heat including resistances in a vegetated
patch (Crown Area) without snow cover. For the definition of symbols refer to the text.

.

sublimation, evaporation and transpiration fluxes of moisture between the surface

and the reference height, zatm, are calculated as the weighted sum of the different

land cover fractions. It is assumed that the water vapor stored in the air is negligible.

Thus, the latent heat flux at the element scale is:

λE = λ

[ nc∑
i=1

[
Ccrown,i

(
THv ,i + TLv ,i + EIn,Hv ,i + EIn,Lv ,i + Eg,i + Clitter,iElitter,i

)]
+

CbareEbare + CrockErock + CwatEwat

]
+

λs

[(
dw,sno

nc∑
i=1

(
Ccrown,i[PAI(Hv,i)]

))
Esno,f +

(
1−

nc∑
i=1

Ccrown,i − (1− Csno,w)Cwat

)
Esno,f +

(
Cice(1− (1− Cice,w)Cwat)

)
Eice +

nc∑
i=1

(
Ccrown,iEsno,v,i

)]
, (92)

where λ = 1000[2501.3−2.361 Ta] [J kg
−1] [J kg−1] is the latent heat of vaporization,

λs = λ + λf is the latent heat of sublimation with λf = 333700 [J kg−1] being the

latent heat of melting. The terms THv , TLv , Elitter and Eg [kg m−2 s−1] are the

transpiration fluxes from high-vegetation, low-vegetation layers, and the evaporation

flux from the litter layer and ground under the vegetation canopy. The term Clitter

[−] is the fractional cover of litter in each Ccrown and is different from zero only
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when the biogeochemistry module is activated (Section 6.5). The terms Ebare, Ewat,

Erock [kg m−2 s−1] are the evaporation fluxes from bare soil, water surfaces and

intercepted water over rocks, respectively. The terms Esno,f and Esno,v, [kg m
−2 s−1]

are the total evaporation/sublimation fluxes from snow in an open field and under

vegetated canopy, and Eice [kg m−2 s−1] is the evaporation/sublimation flux from

ice. Finally, the terms EIn,Hv and EIn,Lv [kg m−2 s−1] are the evaporation fluxes

from intercepted water in the high and low-vegetation layers.

All evaporation and transpiration terms are limited by the effective availability

of water in the root zone, first soil layer, snowpack, icepack, ponding water and

storages of interception. The terms Eg, Ebare, Elitter Esno,f , Esno,v, Eice, EIn,Hv ,

and EIn,Lv are allowed to become negative when the specific humidity of the air

at the reference height is higher than the specific humidity at saturation near the

surface. These negative evaporation fluxes represent dew formation on the ground,

litter, snow, ice, and vegetation.

Note the generally, only few terms of Eq. 92 are different from zero since the basic

element composition is typically assumed to be homogenous (e.g., only vegetated

surface or completely water covered).

5.4.1 Vegetated surface

Evaporation and transpiration fluxes from different parts of a vegetated element

are estimated once the specific humidity at saturation qsat [−] at the surface s

is computed with the corresponding temperature Ts [◦C], e.g., radiative canopies

temperature for sunlit and shaded leaves Tv,sun and Tv,shd, ground temperature Tg

and snow temperature Tsno:

THv ,sun = [1− Csno][1− Cice] ·
ρa(qsat(Tv,sun(Hv))− qa)

raw + rb(Hv)
LAI(Hv)Fsun(Hv)(1−dw,sno)(1−dw,Hv )

+
rs,sun(Hv)

LAI(Hv)Fsun(Hv)(1−dw,sno)(1−dw,Hv )

,

(93)

THv ,shd = [1− Csno][1− Cice] ·
ρa(qsat(Tv,shd(Hv))− qa)

raw + rb(Hv)
LAI(Hv)Fshd(Hv)(1−dw,sno)(1−dw,Hv )

+
rs,shd(Hv)

LAI(Hv)Fshd(Hv)(1−dw,sno)(1−dw,Hv )

,

(94)

THv = THv ,sun + THv ,shd , (95)
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TLv ,sun = [1− Csno][1− Cice] ·
ρa(qsat(Tv,sun(Lv))− qa)

raw + rb(Lv)
LAI(Lv)Fsun(Lv)(1−dw,Lv )

+
rs,sun(Lv)

LAI(Lv)Fsun(Lv)(1−dw,Lv )
+ ra′(Hv)

,

(96)

TLv ,shd = [1− Csno][1− Cice] ·
ρa(qsat(Tv,shd(Lv))− qa)

raw + rb(Lv)
LAI(Lv)Fshd(Lv)(1−dw,Lv )

+
rs,shd(Lv)

LAI(Lv)Fshd(Lv)(1−dw,Lv )
+ ra′(Hv)

,

(97)

TLv = TLv ,sun + TLv ,shd , (98)

Eg = [1− Csno][1− Cice]
ρa(α̂soil qsat(Tg)− qa)

raw + rsoil + ra′(Hv) + ra′(Lv) + rlitter
, (99)

Elitter = [1− Csno][1− Cice]
ρa(αlitter qsat(Tg)− qa)

raw + ra′(Hv) + ra′(Lv) + rlitter
, (100)

EIn,Hv = [1− Csno][1− Cice] ·[ ρa(qsat(Tv,sun(Hv))− qa)

raw + rb(Hv)
LAI(Hv)Fsun(Hv)dw,Hv

+
ρa(qsat(Tv,shd(Hv))− qa)

raw + rb(Hv)
LAI(Hv)Fshd(Hv)dw,Hv

]
, (101)

EIn,Lv = [1− Csno][1− Cice] ·[ ρa(qsat(Tv,sun(Lv))− qa)

raw + rb(Lv)
LAI(Lv)Fsun(Lv)dw,Lv

+ ra′(Hv)
+

ρa(qsat(Tv,shd(Lv))− qa)

raw + rb(Lv)
LAI(Lv)Fshd(Lv)dw,Lv

+ ra′(Hv)

]
,

(102)

Esno,v = [Csno]
ρa(qsat(Tsno)− qa)

raw + ra′(Hv)
, (103)

where qa = 0.622ea/(Patm − 0.378ea) [−] is the specific humidity of air at the

reference height, zatm, ea [Pa] is the air vapor pressure, Patm [Pa] is the atmospheric

pressure, and raw [s m−1] is the aerodynamic resistance to vapor flux. The terms

rs,sun and rs,shd [s m−1] are the stomatal resistances for sunlit and shaded portions

of the canopy function of the vegetation type (Section 6.6). The terms α̂soil [−]

and rsoil [s m
−1] are the relative humidity in the soil pores and the soil resistance

(Section 6.4). The term αlitter and rlitter are the relative humidity in the litter and

the litter resistance to evaporation. In case of dew formation, α̂soil = 1, rsoil = 0,

αlitter = 1, and rlitter = 0.

The fraction of vegetation covered by intercepted water dw = min (1, [In/InM ]2/3)

[−] follows Deardorff (1978), where In [mm] is the intercepted water and InM [mm]

is the maximum intercepted water (Section 9). The variable dw, In and InM are

functions of vegetation type Hv or Lv. In the case of dew formation, dw is assumed

to be equal to one.

When snow cover is present at the ground, i.e., Csno = 1, the terms THv and EIn,Hv
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would be zero, however, if the intercepted snow covers less than half of the canopy

dw,sno < 0.5, the latent heat from snow-free vegetation is explicitly computed, since

in this case two prognostic temperatures are used (Section 5.1). In such a case,

transpiration and evaporation fluxes from snow-free vegetation are also explicitly

computed despite the presence of snow at the ground.

5.4.2 Non-vegetated surface

Evaporation fluxes from non-vegetated land cover types are estimated as follows:

Ebare = [1− Csno][1− Cice]
ρa(α̂soil qsat(Tg)− qa)

raw + rsoil
, (104)

Ewat = [1− Cice,w][1− Csno,w]
ρa(qsat(Twat)− qa)

raw
, (105)

Erock = [1− Csno][1− Cice]
ρa(qsat(Trock)− qa)

raw
, (106)

Eice = [1− Csno]
ρa(qsat(Tice)− qa)

raw
, (107)

Esno,f = [Csno]
ρa(qsat(Tsno)− qa)

raw
. (108)

where Tice Twat, and Trock are the surface temperatures of ice, water surfaces and

rocks and all the symbols have been previously defined.

5.5 Ground heat

The flux of heat in the ground, G [W m−2], at a generic depth, z [m], (definite

positive upward) and time t [s], once the coupling of water and heat transfer is

neglected can be written as G(z, t) = −λs∂Tsoil/∂zd, where λs [J K−1 m−1 s−1] is

the soil heat conductivity and Tsoil(z, t) [◦C] is the soil temperature at time t and

depth z. Combining the equation for the flux G(z, t) with the conservation of energy,

one can obtain the heat diffusion equation (Hu and Islam, 1995; Hillel , 1998; Núnez

et al., 2010):

cvs
∂Tsoil
∂t

=
∂

∂zd

(
−G(z, t)

)
, (109)

where cvs [J K−1 m−3] is the soil volumetric heat capacity. For each soil layer,

homogeneous soil thermal properties (λs and cvs) can be assumed and Eq. (109)

can be written as:

∂Tsoil
∂t

= ks
∂2Tsoil
∂z2

, (110)

where ks = λs/cvs [m2 s−1] is the soil heat diffusivity. The partial differential

equation (110) has to be solved numerically (Cox et al., 1999; Cichota et al., 2004;

Bertoldi et al., 2006b) in a given spatial domain. When the soil temperature profile,

Tsoil(z, t), is solved, the heat flux G(z, t) = −λs∂Tsoil/∂z at any depth and time is
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also known. The heat diffusion equation (Eq. 110) is solved in T&C using a finite

volume approach with the method of lines, which discretizes the spatial domain and

allows reducing the partial differential equation to a system of ordinary differential

equations in time (Lee et al., 2004), which is solved by means of an explicit Runge-

Kutta (4,5) formula, the Dormand-Prince pair (Dormand and Prince, 1980). The

spatial soil discretization is equivalent to the discretization used for computing soil

moisture dynamics in Section 12.1. A clarification is necessary for the definitions

of soil temperature, since there is some ambiguity in the literature. In T&C soil

temperature, Tsoil, refers to the average temperature of a certain soil layer, while

ground surface temperature, Tg, refers to the skin temperature at the interface

between the ground and the atmosphere.

5.5.1 Simplified solution: “force-restore” method

The solution of the partial differential Eq. (110) is generally computationally

expensive (Cox et al., 1999; Cichota et al., 2004; Bertoldi et al., 2006b). Therefore,

approximate methods have been proposed to estimate G(z, t) and especially the

value of G(0, t) at the interface between the soil surface and the air (Lin, 1980;

Dickinson, 1988; Noilhan and Planton, 1989; Hu and Islam, 1995; Wang and Bras,

1999; Liebethal and Foken, 2007).

There is an option in T&C to avoid solving Eq. (110), which uses the “force-

restore” method. The force-restore method approximates the partial differential

equation with a single ordinary differential equation. The heat diffusion equation

is solved in response to periodical forcing with the diurnal frequency ω1. Different

assumptions can be made with respect to the thickness of the soil slab, δ, used in

the computation of Tg, and thus several versions of the force-restore method exist

(Hu and Islam, 1995). A generic force-restore equation can be written as:

dTg
dt

= C1G− C2(Tg − Td) , (111)

where C1 [m2 K J−1], and C2 [s−1] are coefficients of the force-restore method

and Td is the soil temperature at a certain dampening depth, d. The coefficients

C1 and C2 depend on the thickness of upper soil layer, δ, the soil volumetric heat

capacity cvs [J K−1 m−3], and the dampening depth of the diurnal temperature

wave d = (2λs/(cvs ω1)
1/2 [m], where ω1 = 2π/τ [s−1] and τ = 86400 [s] are the

fundamental frequency and period. The Deardorff (1978) force-restore method is

used in T&C, which assumes the limiting case limδ→0 Tsoil = Tg and consequently

C1 = 2/(cvsd) = 2
√
π/(λscvsτ) and C2 = ω1. The equation for computing the soil

heat flux G(0, t) at the soil-air interface becomes:

G(t) =
1

C1

[2π
τ
[Tg(t)− Td(t)] +

Tg(t)− Tg(t− 1)

dt

]
. (112)

The temperature at the dampening depth, Td, is updated with the equation: dTd/dt =

(Tg − Td)/τ (Noilhan and Planton, 1989).
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5.5.2 Soil thermal properties

Generally, the volumetric heat capacity, cvs, and the thermal conductivity, λs,

depend on soil type, its water content, and the presence of ice content (Peters-Lidard

et al., 1998; Boone et al., 2000; Oleson et al., 2004, 2013). T&C does not include

soil freezing and thawing processes and the water present in soil pores is always

considered to be in a liquid state, therefore only dependencies on soil moisture, θ

[−], and soil textural properties are considered. The thermal properties are assumed

to be a weighted combination of the mineral and water phases in the soil (Oleson

et al., 2004, 2013). The volumetric heat capacity cvs is:

cvs = cvsoil(1− θsat) + cvwatθS , (113)

where cvsoil is the volumetric heat capacity of soil particles estimated from pedo-

transfer function as described below and cvwat = 4.186 106 [J K−1 m−3] is the

constant volumetric heat capacity of water. The variable θS should be the soil mois-

ture averaged from the dampening depth, d, to the surface but it is assumed to be

the soil moisture of the first soil layer, for simplicity.

The thermal conductivity λs is from Farouki (1981):

λs = Keλsat + (1−Ke)λdry if θd/θsat > 10−7 ,

λs = λdry if θd/θsat ≤ 10−7 , (114)

where λdry [W m−1 K−1] is the thermal conductivity of dry soil, Ke is the Kersten

number, which is a function of the relative saturation Ke = ln(θS/θsat) + 1 ≥ 0

and λsat = λ1−θsat
soil λθsatwat is the saturated thermal conductivity with λsoil thermal

conductivity of solid soil and λwat = 0.6 [W m−1 K−1] thermal conductivity of

liquid water.

The thermal conductivity of solid soil λsoil [W m−1 K−1], the volumetric heat

capacity of soil cvsoil [J K−1 m−3], and the thermal conductivity of dry soil λdry

[W m−1 K−1] are estimated according to de Vries (1963); Farouki (1981) (see also

Oleson et al. (2013) pages 130-132):

λsoil =
[
8.8Fsan + 2.92Fcla

]
/
[
Fsan + Fcla

]
, (115)

λdry =
[
0.135ρd + 64.7

]
/
[
2700− 0.947ρd

]
, (116)

cvsoil = 106
[
2.128Fsan + 2.385Fcla

]
/
[
Fsan + Fcla

]
, (117)

where Fsan, Fcla [−] are the soil fractions of sand and clay, and ρd = ρss(1 − θsat)

[kg m−3] is the bulk density of soil, with ρss = 2700 [kg m−3] soil solid density.

5.6 Incoming heat with precipitation

The heat flux incoming with precipitation Qv [W m−2] typically accounts only for

a small fraction of the energy balance (Douville et al., 1995; Ivanov et al., 2008b)

but can be non-negligible in some rain over snow event (Bras, 1990; Wigmosta et al.,
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1994; Tarboton and Luce, 1996; Essery et al., 1999; Marks et al., 1999; Williams and

Tarboton, 1999).

In order to estimate Qv, both precipitation and its temperature must be known.

In T&C, the temperature of rain is assumed to be the greater value between air

temperature, Ta [◦C], and freezing point, T = 0 [◦C]. The temperature of snow is

assumed to be the smaller value between air temperature and freezing point (Tar-

boton and Luce, 1996). In reality, the temperature of the hydrometeor may differ

appreciably from the air temperature, given its dependence on mesoscale meteoro-

logical patterns. However, the assumption of correspondence between the air and

precipitation temperatures does not require the knowledge of other variables, such

as the profile of temperature above the atmospheric surface layer. The incoming

heat with precipitation, Qv [W m−2], is defined herein as the energy required to

convert the temperature of precipitated water to the temperature of the surface, Ts

[◦C]. The variable Qv is thus calculated as:

Qv = cwPr,liq ρw
[
max(Ta, 0)− Ts

]
+ ciPr,sno ρw

[
min(Ta, 0)− Ts

]
, (118)

where cw = 4186 [J kg−1 K−1] is the specific heat of water, ci = 2093 [J kg−1 K−1]

the specific heat of ice, ρw = 1000 [kg m−3] is the density of water and Pr,liq, Pr,sno

[m s−1] are the intensity of rain and snow respectively (Section7.1).

5.7 Energy consumed by photosynthesis

The energy consumed in the photosynthetic process λPAC [W m−2], by vegetation

is simply the product between the specific energy consumed for unit of assimilated

carbon λP = 0.469 [J µmolCO−1
2 ] and the gross assimilation AC (Section 6.6.3) in

the different Ccrown:

λPAC = λP

nc∑
i=1

(
Ccrown,i[AC,Hv ,i +AC,Lv ,i]

)
. (119)

6 Energy and mass transfer resistances

The parameterization of vertical heat fluxes is based on an analogy with the Ohm’s

law. Serial and parallel resistances are used to mediate the transfer of heat, water

vapor, and CO2 between the land surface and the reference height zatm in the plane-

tary boundary layer, where observations are carried out. Various types of resistance

are accounted for: the aerodynamic resistance ra, the undercanopy resistance ra
′,

the leaf boundary layer resistance rb, the soil resistance rsoil, the litter resistance

rlitter, the stomatal resistance rs subdivided in sunlit and shaded fractions rs,sun

and rs,shd, the mesophyll resistance rmes and the soil-to-root resistance rsr or typi-

cally conductance gsr. The resistances have dimensions of inverse velocities [sm−1]

and depend on many factors including surface roughness (e.g., the canopy structure

and leaf dimensions), wind speed, surface temperature, and atmospheric stability,

to name a few. Note that often land surface and hydrological models neglect some
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or many resistance terms in order to simplify the entire scheme, typically retaining

only ra and rs.

6.1 Aerodynamic resistance

The aerodynamic resistance is a measure of the capability of the atmospheric

surface layer to impede or expedite turbulent transport of momentum, sensible and

latent heat, and other scalars (e.g., CO2). In the following, the derivation of the

aerodynamic resistances to heat flux rah and water vapor raw are discussed.

The determination of the aerodynamic resistance rah has been mainly implemented

in models using the Monin-Obukhov similarity theory (Monin and Obukhov , 1954;

Arya, 2001). Starting with this theory many authors have proposed different param-

eterizations for the estimation of the aerodynamic resistances (Louis, 1979; Mascart

et al., 1995; Launiainen, 1995; Abdella and McFarlane, 1996; van den Hurk and

Holtslag , 1997). These parameterizations can be differentiated in “direct” Monin-

Obukohv similarity theory application, “empirical methods” and “semi-empirical

parameterizations” (Liu et al., 2007). In T&C the aerodynamic resistance can be

calculated in two ways, with a direct solution of the Monin-Obukohv similarity the-

ory or with the simplified method proposed by Mascart et al. (1995) for the ISBA

model (Noilhan and Mafhouf , 1996). The simplified parameterizations is typically

preferred because solving the complete Monin-Obukohv similarity theory is compu-

tationally demanding given the iterations involved in the problem. In any case, the

two implemented methods provide fairly consistent results for rah (Fatichi , 2010).

The aerodynamic resistance to water vapor, raw, that is necessary in the latent heat

flux estimation is assumed to be equal to the aerodynamic resistance to heat flux

rah. This assumption allows, to use a single aerodynamic resistance ra = raw = rah.

This approximation is very common and it is made by most existent land surface

and hydrological models (Viterbo and Beljaars, 1995; Sellers et al., 1996b; Noilhan

and Mafhouf , 1996; Bertoldi et al., 2006b; Ivanov et al., 2008b). The rationale of

the assumption is given by the negligible differences in term of water vapor and heat

transfer in turbulent conditions. As a consequence, there is an equality of roughness

height for water vapor and sensible heat zow = zoh.

6.1.1 Monin-Obukohv similarity solution

Following, the Monin-Obukhov similarity theory the fluxes of momentum, τ [kg m−1 s−2],

sensible heat, H [W m−2], and water vapor, λE [W m−2], in the atmospheric surface

layer, under the assumption of stationary and horizontally homogeneous conditions,

can be written as functions of the friction velocity, u∗ [m s−1], the potential tem-

perature scale, θ∗ [K], and the specific humidity scale, q∗ [−]:

τ = ρau
∗2 , (120)

H = −ρaCpu
∗θ∗ , (121)

λE = −λρau∗q∗ , (122)
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where ρa [kgm−3] is the air density, Cp [J kg−1K−1] is the specific heat of air at a

constant pressure and λ is the latent heat of vaporization. The air temperature Ta

[◦C] is observed at the reference height zatm [m]. The turbulent scale quantities can

be written as a function of the mean field variables (Abdella and McFarlane, 1996)

using the integrated flux-profile relationship of Dyer (1974):

u∗ =
kua

ln
(
zatm−d
zom

)
− ψm

(
zatm−d

Λ

)
+ ψm

(
zom
Λ

) , (123)

θ∗ =
kPr−1(θa − θs)

ln
(
zatm−d

zoh

)
− ψh

(
zatm−d

Λ

)
+ ψh

(
zoh
Λ

) , (124)

q∗ =
kPr−1(qa − qs)

ln
(
zatm−d
zow

)
− ψw

(
zatm−d

Λ

)
+ ψw

(
zow
Λ

) , (125)

where k = 0.4 is the von Karman constant, Pr is the neutral turbulent Prandlt

number, describing the ratio between the eddy diffusivity of momentum, Km, and

of heat, Kh, i.e. Pr = Km/Kh (Grachev et al., 2007). The variables θs, and qs are

the potential temperature and specific humidity at the surface; zom, zoh, and zow

[m] are the roughness lengths for momentum, heat, and water vapor respectively;

d [m] is the zero-plane displacement; Λ [m] is the Obukhov length and ψm, ψh, ψw

[−] are the non-dimensional integral stability function for momentum, heat, and

water vapor respectively. Note that the apparent sinks for momentum, heat, and

water vapor are theoretically in three different positions, i.e. zom + d, zoh + d, and

zow +d, even though the assumption of equating turbulent transport of water vapor

and heat gives zow = zoh and ψw(ζ) = ψh(ζ). Additionally, the use of potential

temperatures in Eq. (124) rather than virtual potential temperatures neglects the

density stratification due to humidity gradients (Brutsaert , 2005, page 32).

The Obukhov length Λ is defined as:

Λ =
u∗2 Ta
k g θ∗

=
−ρaCpu

∗3Ta
k g H

, (126)

where Ta [K] is the air temperature at the reference height zatm and g = 9.81 [m s−2]

is the gravitational acceleration.

The aerodynamic resistance can be related to sensible heat flux, H [W m−2]:

rah = ρaCp
(θs − θa)

H
. (127)

Therefore, rah = (θa − θs)/(u
∗θ∗) and combining equations (120), (121), (123) and

(124), the aerodynamic resistance rah, according to the Monin-Obukhov similarity

theory we have:

rah =
Pr

k2ua

[
ln
(zatm − d

zom

)
− ψm

(zatm − d

Λ

)
+ ψm

(zom
Λ

)]
·[

ln
(zatm − d

zoh

)
− ψh

(zatm − d

Λ

)
+ ψh

(zoh
Λ

)]
. (128)
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The Prandtl number in equation (128) is assumed to be equal to 1 (Noilhan and

Mafhouf , 1996; van den Hurk and Holtslag , 1997; Liu et al., 2007), even though

theoretically the value of Pr is related to the flow and stability conditions and its

correct determination is challenging (Grachev et al., 2007). In neutral condition the

integral stability functions ψm(x), ψh(x) are equal to zero and the neutral aerody-

namic resistance to heat transfer takes the expression:

rah =
1

k2ua

[
ln
(zatm − d

zom

)][
ln
(zatm − d

zoh

)]
, (129)

and from equation (123), the wind profile in neutral condition is represented with

the well-known logarithmic form:

ua =
u∗

k
ln
(zatm − d

zom

)
. (130)

For non neutral condition the form of the stability functions ψm(x), ψh(x) must be

specified. The differentiation between stable and unstable condition is accounted for

calculating the bulk Richardson number RiB (Mascart et al., 1995; Abdella and Mc-

Farlane, 1996; van den Hurk and Holtslag , 1997) including the correction proposed

by Kot and Song (1998) to take into account that zom and zoh are different:

RiB = f2
g(θa − θs)(zatm − d)

0.5(θa + θs)ua2
, (131)

where f2 = [1−zom/(zatm−d)]2/[1−zoh/(zatm−d)] (Kot and Song , 1998). Boundary

layer stable conditions provide a bulk Richardson number RiB > 0 that in turn gives

θs < θa, H < 0, and Λ > 0. Conversely, for unstable condition the bulk Richardson

number is RiB < 0 that in turn gives θs > θa, H > 0, and Λ < 0 (Figure 19).

Figure 19: Signs of the involved quantities in case of stable or unstable conditions of the
atmospheric surface layer. The potential temperatures, θ, are replaced with conventional
temperatures T . This is possible since the reference height, zatm, is relative close to the
surface and changes in atmospheric pressure are negligible.

The stability functions ψm(ζ), ψh(ζ) for unstable conditions were obtained from

experimental data by Businger et al. (1971) (see also van den Hurk and Holtslag
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(1997)):

ψm(ζ) = ln
[(1 + x

2

)2(1 + x2

2

)]
− 2 arctan(x) + π/2 , (132)

ψh(ζ) = 2 ln
[(1 + x2

2

)]
, (133)

x = (1− γζ)1/4 , (134)

where γ = 16 both for momentum and heat as suggested by Dyer (1974) when

k = 0.4. For stable condition Businger et al. (1971) assumed that ψm(ζ), ψh(ζ)

are linear function of the argument ζ. Louis (1979) and others argued that the

formulation of Businger et al. (1971) suppresses turbulent exchange too strongly, in

particular under very stable conditions. The improved expression of Beljaars and

Holtslag (1991) is adopted in T&C:

ψm(ζ) = −
[
aζ + b

(
ζ − c

d

)
exp(−dζ) + bc

d

]
, (135)

ψh(ζ) = −
[(

1 +
2a

3
ζ
)1.5

+ b
(
ζ − c

d

)
exp(−dζ) +

(bc
d

− 1
)]
, (136)

where a = 1, b = 0.667, c = 5, and d = 0.35 are experimental coefficients.

An iterative procedure hypothesizing a initial value of Λ is necessary to solve

for rah. The Obukhov length, Λ = f(u∗, θ∗), is a function of the friction velocity,

u∗ = f(Λ), and of the potential temperature scale θ∗ = f(Λ), that in turn are

functions of the Obukhov length Λ. The initial value of Λ is chosen once the stability

conditions of the atmospheric surface layer are known.

6.1.2 Simplified solution

The complete solution of the Monin-Obukhov similarity theory presented in Sec-

tion 6.1.1 is computationally expensive. For this reason in T&C the approximate

solution proposed by Mascart et al. (1995) following the study of Louis (1979)

and applied in the ISBA land surface scheme (Noilhan and Mafhouf , 1996) is

also implemented. This approach estimates the bulk transfer coefficient for heat

Ch = 1/(rahua). The coefficient Ch is expressed as a function of the neutral trans-

port coefficient, Cn, and of an empirical equation, Fh = f(RiB), function of the bulk

Richardson number, RiB:

Ch =
1

rahua
= CnFh(RiB) , (137)

where the terms Cn and Fh(RiB) are:

Cn =
k2

ln
[
(zatm − d)/zom

]2 , (138)
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Fh(RiB) =
[
1− 15RiB

1 + ch
√

|RiB|

][ ln[(zatm − d)/zom]

ln[(zatm − d)/zoh]

]
if RiB ≤ 0 ,

Fh(RiB) =
[ 1

1 + 15RiB
√
1 + 5RiB

][ ln[(zatm − d)/zom]

ln[(zatm − d)/zoh]

]
if RiB > 0 ,

(139)

where ch is calculate as follows:

ch = 15ch
∗Cn

[
(zatm − d)/zoh

]ph [ ln[(zatm − d)/zom]

ln[(zatm − d)/zoh]

]
, (140)

ch
∗ = 3.2165 + 4.3431µ+ 0.5360µ2 − 0.0781µ3 , (141)

ph = 0.5802− 0.1571µ+ 0.0327µ2 − 0.0026µ3 , (142)

where µ = ln(zom/zoh). Note that the expression of Fh(RiB) in equation (139) for

stable condition is slightly different from the one originally proposed by Mascart

et al. (1995). In equation (139) the enhancements first described by Louis et al.

(1982) and introduced by Noilhan and Mafhouf (1996) (page 157) are taken into

account [see also van den Hurk and Holtslag (1997) (page 132)].

Note that even though in the simplified solution of Mascart et al. (1995) the

coefficient Ch is derived using the free convection limit, in completely windless con-

dition, i.e. ua = 0, the aerodynamic resistance rah = ∞, consequently there are

not turbulent exchanges. In nature, such a condition is almost impossible since a

free convection can guarantee a certain transport also in calm conditions (Kondo

and Ishida, 1997). When ua < 0.05 and conditions are unstable the aerodynamic

resistance is computed as in Beljaars (1994):

Ch =
1

rah
= 0.15

[
g ν

0.5(θs + θa)Pr2

]1/3
(θs − θa)

1/3 , (143)

where ν = 1.51 10−5 [m2 s−1] and Pr = 0.71.

6.1.3 Aerodynamic roughness

Further insights must be provided for the aerodynamic, thermal, and vapor rough-

ness lengths zom, and zoh = zow, that are necessary for computing ra. Scalar rough-

ness height changes with the surface characteristics, atmospheric flow, and thermal

dynamic state of the surface (Su, 2002; Zhao et al., 2008). Mechanistic or semi-

empirical models to evaluate zom, zoh together with the displacement height d have

been proposed by different authors (Raupach, 1994; Massman, 1997; Su et al., 2001;

Zeng and Wang , 2007). These models are often based on complex parameteriza-

tions and an explicit calculation of the within-canopy turbulence profile. Such a

complexity and the many required parameters make them less appealing for T&C.

Therefore, the roughness lengths and displacement height are calculated with the

relationships proposed by Brutsaert (1982), where only the height of vegetation (or

a reference value for zom) is required. The parameterization of Brutsaert (1982)
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has been widely used in hydrological models and land surface schemes. In case of

vegetated surface the roughness are function of the canopy height Hc:

zom = 0.123Hc , (144)

zoh = zow = 0.1zom , (145)

d = 0.67Hc . (146)

A detailed classification of roughness length parameters for different land uses can

be found in Wieringa (1993). In T&C the following values are used zom = 0.003 [m]

for bare soil, zom = 0.0002 [m] for water surfaces, zom = 0.001 [m] for snow and ice

and zom = 0.0003 [m] for rocks. When multiple land-covers or vegetation occupy a

given computational element the highest roughnesses and displacement height are

used.

6.2 Under-canopy resistance

The aerodynamic resistance between the understory ground and the source for

heat/vapor in the vegetation or between two levels of vegetation (when two veg-

etation layers are present) is called under-canopy resistance ra
′ [s m−1]. Such a

resistance depends on the turbulence profile and stability of the roughness sublayer.

Both simplified relationships (Choudhury and Monteith, 1988; Shuttleworth and Gur-

ney , 1990; Bonan, 1996; LoSeen et al., 1997; Zeng et al., 2005; Ivanov et al., 2008a;

Sakaguchi and Zeng , 2009) and detailed approaches to calculate the transfer of mo-

mentum within the canopy have been proposed (Raupach, 1989; Massman, 1997).

T&C mostly followed the approach of Mahat et al. (2013), which combines logarith-

mic and exponential wind/eddy diffusion profiles, above- and below-canopy (Figure

20a). The logarithmic and exponential wind profiles are (Bonan, 1991; Brutsaert ,

1982; Mahat et al., 2013):

u(z) =
u∗

k
ln
(z − d

zom

)
for z ≥ Hc and z < z′atm , (147)

u(z) = u(Hc) exp [−α(1− z/Hc)] for z′atm ≥ z < Hc , (148)

where the superscript prime indicates the undercanopy quantities, u(z) [m s−1] is

the wind speed profile, u(Hc) = u∗

k ln
(
Hc−d
zom

)
is the wind speed at canopy height,

u∗ [m s−1] is the friction velocity obtained inverting Eq. (130), d [m] is the zero

plane displacement, k = 0.4 [−] is the Von Karman constant, Hc [m] is the canopy

height, zom [m] is the roughness height, and α [−] is an attenuation coefficient.

The above canopy wind speed ua at the reference height zatm is a model input.

Different roughness properties are assumed for the undercanopy, where z′atm [m] is

the reference height for below-canopy assumed to be 2 m or 2 m above the snowpack,

z′om [m] is the undercanopy roughness height and the undercanopy displacement

height is assumed to be zero.

Omitting the effect of atmospheric stability within and below the canopy, the

under-canopy resistance can be expressed with the K-theory (Choudhury and Mon-
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teith, 1988; Shuttleworth and Gurney , 1990; Dolman, 1993; Mahat et al., 2013) as:

ran
′ =

∫ d+zom

z′atm

dz

K ′
h(z)

+

∫ z′atm

z′om

dz

Kh(z)
, (149)

where the eddy diffusivity profiles within the canopy K ′
h(z) [m

2 s−1], and below the

canopy Kh(z) [m
2 s−1] are:

K ′
h(z) = Kh(Hc) exp

[
−α

(
1− z

Hc

)]
, (150)

Kh(z) = ku∗(z − d) , (151)

where Kh(Hc) is the eddy diffusion coefficient for the canopy at height Hc:

Kh(Hc) =
k2ua(Hc − d)

ln
(
zatm−d
zom

) ) , (152)

Substituting the values of K ′
h(z) and Kh(z) and integrating Eq. (149) (Mahat et al.,

2013):

r′an =
Hce

α

αKh(Hc)

[
e−α

z′atm
Hc − e−α d+zom

Hc

]
+

1

k2u′a
ln

(
z′atm
z′om

)2

, (153)

where u′a = u(Hc) exp [−α(1− z′atm/Hc)] is the wind speed at the below canopy

reference height z′atm (Figure 20a).

Atmospheric stability adjustments to turbulent fluxes use the expressions sug-

gested by Choudhury and Monteith (1988):

r′a =
r′an

(1− 5Ri)3/4
if Ri ≤ 0 ,

r′a =
r′an

(1− 5Ri)2
if Ri > 0 , (154)

where Ri is the Richardson number within the canopy:

Ri =
g(Ta − Ts)z

′
atm

(0.5(Ta + Ts) + 273.15)u′a
2 . (155)

For Ri > 0.16, Ri = 0.16 is used.

A reference value of the attenuation coefficient α = 3 was proposed by Choudhury

and Monteith (1988). The coefficient α controls the vertical gradient of wind speed

within the canopy that, in turn, controls enhancement of suppression of turbulent

transfer at different canopy heights. In T&C, the coefficient α is evaluated assum-

ing a point equivalence between Eq. (148) used to compute the exponential wind

speed profile within the canopy and the logarithmic wind profile above the sink of

momentum (Eq. 147). Specifically, the two wind profiles are forced to produce the

same value of wind velocity not only at the reference height zatm [m], as implicitly

required by the equations, but also at the canopy height Hc [m] (Figure 20a). Under
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such an assumption the attenuation coefficient α becomes:

α =
ln[ua/u(Hc)]

zatm/Hc − 1
. (156)

Values of α obtained under this assumption are similar to the range of values α ≈
2−4 proposed by Choudhury and Monteith (1988) or used by other models (Bonan,

1996; Ivanov et al., 2008b). With Eq. (156) the value assumed by α decreases with

canopy height, as can be observed in Figure 20b. Such an outcome is consistent with

the phenomenology of the physical process, where a lower canopy height is expected

to exert a relatively smaller attenuation of wind.
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Figure 20: Representation of Eq.(156) used to compute α [−]. a.) Logarithmic and
exponential profiles of wind speed are forced to produce the same value of wind speed u
at the reference and canopy height Hc. b.) Values of α for different canopy heights. The
reference height is placed 3 m above the canopy. A larger distance between zatm and Hc

reduces the value of α, i.e., it provides a lower attenuation.

The parametrization of α in Eq. 156 can be problematic for thick or very sparse

canopy since it does not depend on the Leaf Area Index (Zeng et al., 2005). The

attenuation coefficient α is expected to increase rather than remain constant as LAI

becomes larger and to exert a stronger control on turbulent exchanges. In T&C to

improve the parametrization the computed α value is corrected to account for LAI:

α = αLAI
0.5

2
. (157)

Eq. (157) exploits the linear α-LAI dependence derived by Yi (2008) (their Eq. 23),

and assumes a characteristic value of α = 2 before the LAI correction (Eq. 156).

In the case of two vegetation layers (Hv and Lv), two different undercanopy re-

sistances are computed ra
′(Hv), ra

′(Lv) as required by the solution of sensible and

latent heat fluxes (Section 5.3.1 and 5.4.1). In this case, the undercanopy rough-

ness, undercanopy reference height, and undercanopy displacement height, for the
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high-vegetation Hv corresponds to the properties of the low vegetation and the un-

dercanopy roughness and undercanopy reference height for the low-vegetation Lv

corresponds to the one of the underneath ground or snow, when present.

6.3 Leaf boundary resistance

Exchanges of water vapor, carbon dioxide, and heat between plants and the at-

mosphere are also controlled by a thin layer of air between the leaf surfaces and the

surrounding environment. It is observationally verified that the magnitude of tem-

perature, wind velocity, water vapor, and CO2 concentrations observed at the leaf

surface and in the free atmosphere are different (Vesala, 1998). This is a consequence

of a strong gradient of these quantities within a thin air layer in the immediate vicin-

ity of the leaf surface. This thin layer is referred as the leaf boundary layer and its

thickness δ [mm] is defined as the distance from leaf surface where the flow velocity

differs from the ambient value of only a small prescribed quantity (for instance 1%).

In land surface models, the leaf boundary layer is considered to compute the

resistance rb [s m−1] that such a layer exerts on the transfer of mass or heat. In

still air, the leaf boundary resistance is related to the molecular diffusion. When air

motion is enhanced as a consequence of wind, the transport in the leaf boundary

layer becomes first laminar and then turbulent (Jones, 1983). The leaf boundary

resistance has been shown to depend on several factors, such as leaf morphology

(shape, size, roughness), leaf motion/orientation against the flow, and wind speed

(Jones, 1983; Schuepp, 1993). Generally, the leaf boundary resistance, rb, can be

calculated empirically or from mathematical models (Schuepp, 1993).

The expression first proposed by Jones (1983) (also used by Choudhury and Mon-

teith (1988) and Shuttleworth and Gurney (1990)) is adopted in T&C:

gb(z) = a[u(z)/dleaf ]
1/2 , (158)

where gb(z) [m s−1] is the mean one-sided bulk leaf boundary conductance, gb(z) =

1/rb(z), the term dleaf [m] is the characteristic leaf dimension, often referred to

as leaf width, and a = 0.01 [m s−1/2] is an empirical coefficient (Choudhury and

Monteith, 1988).

Using, for coherence, the same exponential profile of wind speed introduced in Eq.

(148) and assuming a linear distribution of the Leaf Area Index, L(z) = (LAI z)/Hc,

where L(z) is the leaf area index varying with height (Choudhury and Monteith,

1988), the mean leaf conductance gb,forc is obtained as:

gb,forc =

∫ LAI
0 gb(z)dL

′

LAI
=

(
2a

α

)(
u(Hc)

dleaf

)1/2 [
1− e−α/2

]
. (159)

Eq. (159) is strictly valid for forced turbulence with ua > 0, an expression for free
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convection can be added if Ts > Ta (Leuning et al., 1995; Monteith, 1973):

gb,free =
0.5DhG

0.25
r

dleaf
, (160)

where Dh = 1.9 10−5 [m2 s−1] is the molecular diffusivity for heat and Gr =

1.6 108 (Ts − Ta) d
3
leaf [−] is the Grashof number. Finally, the mean one-sided resis-

tance for unit leaf area is:

rb =
1

gb,free + gb,forc
. (161)

The expression (161) is used to compute rb for all Ccrown present in a given com-

putational element. In the presented approach no attempt is made to distinguish

between fluxes of vapor and heat in the determination of rb. Slight differences due to

the diffusion coefficients, in fact, are negligible across the laminar boundary layers of

leaves, especially compared to other uncertainties (Choudhury and Monteith, 1988).

Effects of stability conditions are also neglected in the evaluation of rb. A sensitivity

analysis of rb [s m−1] to the leaf dimension dleaf [cm] and wind speed ua [m s−1]

is presented in Figure 21. The increase of rb with larger leaf dimensions and with

lower wind velocities is easily appreciable.
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Figure 21: Sensitivity analysis of leaf boundary resistance, rb [s m−1] to wind speed at
the reference height, ua [m s−1], and leaf dimension, dleaf [cm]. The vegetation height is
fixed to Hc = 30 [m] and LAI = 5.

6.4 Soil resistance

Ground evaporation E, in T&C, corresponds to the quantities Eg and Ebare

[kg m−2 s−1] (Section 5.4). Ground evaporation is controlled by atmospheric con-

ditions, surface soil wetness, diffusion in the boundary layer at the soil surface, and
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moisture transport below the soil surface (Kondo et al., 1990; Mahfouf and Noilhan,

1991; He and Kobayashi , 1998; Wu et al., 2000; Sakai et al., 2009; Smits et al., 2011;

Or et al., 2013). The general expression for E is:

E =
ρa[α̂qsat(Tg)− qas]

rsoil
, (162)

where ρa [kg m
−3] is the air density, qas [−], and qsat(Tg) [−] are the specific humidity

at the roughness height for water vapor, zow (described in Section 6.1), and the

specific humidity at saturation is calculated using the ground surface temperature Tg.

Note that qas is influenced by turbulent exchanges above the ground and therefore

by the aerodynamic resistance and undercanopy resistance in presence of vegetation.

The term α̂ is the relative humidity of air adjacent to water in the soil pore that is

typically close to 1 and different from the relative humidity at the roughness height

for water vapor.The term rsoil represents the resistance to the bulk transfer of water

between the water in the soil pores and the air above the soil surface boundary layer.

Evaporation rates from ground are represented following the physically based an-

alytical expression presented by Haghighi et al. (2013), which formulates a general-

ized top boundary condition for effective resistance to evaporation linking soil type,

surface water content, and boundary layer characteristic. Specifically, the soil resis-

tance to evaporation is separated in two water content-dependent mechanisms, one

resistance rvbl [s m
−1] associated with the presence of a boundary layer around the

discrete pores at the soil surface, which accounts for the resistance for vapor trans-

port from the surface to the atmosphere just above the pore, and the soil internal

capillary-viscous resistance, rsv [s m−1], imposed on water transfer in the porous

media and controlled by hydraulic properties (Haghighi et al., 2013).

The soil boundary layer resistance rvbl is expressed as:

rvbl =
δm + Psz f(θS)

Da
, (163)

where Da [m2 s−1] is the water vapor molecular diffusivity, δm [m] is the boundary

layer thickness, Psz [m] is the size of the pore and f(θS) [−] is a function reflect-

ing the inherent coupling between the surface water content θS and the diffusive

resistance. The boundary layer thickness δm = 2.26 10−3u−0.5
a is computed with the

equation proposed by Shahraeeni et al. (2012) and derived from experimental data

and theoretical considerations. The wind speed ua [m s−1] is the wind speed at the

reference height for bare soil or the under-canopy wind speed for vegetated land-

covers (u′a in Section 6.2). The size of pores Psz can be roughly computed as one

third of the particle size and is therefore correlated with the soil texture (Haghighi

et al., 2013). We estimate Psz = 11.12n3.28 10−6, with n being the pore size distri-

bution parameter in the van-Genuchten soil water retention curve (Mualem, 1976;

van Genuchten, 1980). The expression is obtained correlating the values of Psz and

n provided by Haghighi et al. (2013). Finally, f(θS) is computed as a function of

the water content θS [−] in the shallowest layer of soil (Haghighi et al., 2013). This
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layer is typically 10 [mm] in T&C.

f(θs) =
2

π

[√
π

4θS
− 1
]

√
4θS

. (164)

The internal capillary-viscous resistance rsv, is expressed as a function of surface

water content θS :

rsv =
γ

4K(θS)
, (165)

where γ [−] is a proportionality constant reconciling units for capillary liquid to

vapor fluxes (Haghighi et al., 2013) and K [m s−1] is the soil hydraulic conductivity

computed for the water content θS , where the denominator of Eq. (165) represents

an effective hydraulic conductivity supporting capillary flow between the drying

front and the evaporating surface. The proportionality constant γ can be computed

as:

γ =
α̂esat − ea
ρwRdTg

, (166)

where Rd [J kg−1 K−1] is the water vapor gas constant, ρw [kg m−3] is the water

density, Tg [K] is the soil temperature of the shallowest soil layer and esat and ea

[Pa] are the water vapor pressure at saturation and in the air, respectively. The

relative humidity of the air adjacent to the pores is calculated as in Philip (1957)

using the theoretical definition of the humidity equilibrium value α̂(θS), for a given

water potential ΨS [m] corresponding to water content θS .

α̂ = exp

[
− gΨS

RdTg

]
, (167)

where g is the gravity acceleration constant.

Finally the soil resistance rsoil is the sum of the two resistances:

rsoil = rvbl + rsv . (168)

Note that the above formulation of rsoil is mostly based on physical principles

(Haghighi et al., 2013) and therefore does not rely on empirically derived parameters

as it is typically the case in other bare soil resistance formulations (Camillo and

Gurney , 1986; Kondo et al., 1990; Mahfouf and Noilhan, 1991; Lee and Pielke, 1992;

Oleson et al., 2008). Most of uncertainty is therefore confined to the definition of

the soil texture and the discretization of the soil layers near the surface rather than

on empirical parameters. A sensitivity analysis of rsoil for two soil types is presented

in Figure 22.
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Figure 22: Soil resistance rsoil sensitivity to wind speed and soil moisture θS expressed as
effective saturation Se for a sand loam (a) and clay (b) soil. Soil temperature is assumed
to be 20 ◦C, the atmospheric pressure 101325 Pa and the vapour pressure 2000 Pa.

6.5 Litter resistance

Many vegetated patches have a developed litter layer above the soil surface due to

accumulation of leaves, twigs, and woody debris. The litter layer has a significant

effect on limiting soil water loss by evaporation and reducing the diurnal amplitude

of soil temperature by providing daytime shade and nighttime reduction of heat loss

(Bristow et al., 1986; Park et al., 1998; Schaap and Bouten, 1997). The resistance to

soil water evaporation exerted by the litter layer is accounted for in T&C introducing

a term rlitter [s m−1], which depends on the amount of litter Blitter [kg DM m−2]

on the ground and on its water content θLitter [−] (Putuhena and Cordery , 1996;

Park et al., 1998). The litter resistance to vapor diffusion is given by (Kondo et al.,

1993; Park et al., 1998):

rlitter = Llitter
F0

Da
, (169)

where Da [m2 s−1] is the water vapor molecular diffusivity, Llitter = SlitterBlitter

[m2 litter m−2ground] is the litter area index, which is a linear function of the litter

biomass times the litter specific area assumed Slitter = 2 [m2 litter kg DM−1]. The

term F0 is the resistance of the litter layer from within the litter layer to its surface

and depends on litter thickness and litter water content (Kondo et al., 1990; Park

et al., 1998):

F0 = 0.2731

[
Lthick

100

(
1.609θ0.3952Litter

)]
. (170)

The behavior of Eq. (170) is shown in Figure 23 and the numerical coefficients

are fitted to reproduce Fig. 2 in Park et al. (1998). The litter water content is a
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function of the litter interception: θLitter = 0.4InLitter/Lsto,cap,max, with a residual

(minimum) water content of θLitter = 0.05. The variable InLitter [mm] is computed

in Section 9.5. The litter thickness is Lthick = 1.6Blitter [cm], following observations

in Putuhena and Cordery (1996). The maximum and minimum storage interception

capacity are related to the litter biomass Blitter (Putuhena and Cordery , 1996; Sato

et al., 2004): Lsto,cap,max = 0.8Blitter and Lsto,cap,min = 0.1Blitter. The relative

humidity in the litter is always assumed to be αlitter = 1, for simplicity.
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Figure 23: The resistance of the litter layer from the interior of the litter layer to its surface
F0 as a function of litter thickness Lthick and litter water content θLitter is presented.

The litter resistance rlitter is only used in Section 5.4.1 for the computation of

evaporation from ground, while it is assumed that the litter layer does not affect the

transfer of sensible heat flux from the soil to the air aloft (Section 5.3.1). Given the

different thermal properties of litter and soil and the physical discontinuities, this

assumption is quite strong and just made for sake of simplicity.

When the soil biogeochemistry module is not activated, then Blitter = 0 and

rlitter = 0, thus the litter resistance parameterizations does not exert any role. In

these conditions there is not litter evaporation, i.e., Elitter = 0. Model experience

suggests that the sum of ground evaporation and litter evaporation when the soil

biogeochemistry module is activated (i.e., with litter) is similar to the total ground

evaporation when litter is absent. The effects on the other water vapour and energy

fluxes are rather small.

6.6 Stomatal and photosynthesis

The framework used to estimate the stomatal resistance, rs [s m
−1], the net assim-

ilation rate, AnC [µmol CO2 s
−1 m−2], and the leaf maintenance respiration RdC

[µmol CO2 s−1 m−2] is outlined in this section. These quantities are calculated

using a biochemical model that couples photosynthesis and stomatal conductance.
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The conceptual assumptions used in scaling from unit leaf to unit canopy are also

described.

6.6.1 Canopy partition

In order to describe the fluxes of energy, water, and CO2 for a vegetated surface, it

is necessary to provide a scaling methodology from the leaf to the canopy scale be-

cause of several existing non-linear interactions (de Pury and Farquhar , 1997; Wang

and Leuning , 1998; Dai et al., 2004). These interactions involve absorbed energy,

leaf temperature, and stomatal behavior at different levels of the canopy. Processes

of photosynthesis and transpiration depend non-linearly on absorbed solar radiation

and temperature of leaves, and generally the entire radiative balance is affected by

the canopy partition (Sinclair et al., 1976). A “big-leaf” approach is typically used

to model canopies with properly scaled quantities used to calculate plant-scale fluxes

(Farquhar , 1989; Sellers et al., 1996b; Bonan, 1996; Friend et al., 1997; Dickinson

et al., 1998; Oleson et al., 2004). The big-leaf model requires assumptions about leaf

properties, along with conceptualizations of the vertical profile of plant photosyn-

thetic properties. The distribution of photosynthetic capacity of leaves is typically

assumed to be related to an average profile of absorbed radiation. Consequently,

the entire canopy photosynthesis is modeled using scaled equations that describe

photosynthesis at the leaf level (Sellers et al., 1992).

More detailed schemes, such as the “two big-leaves” approach, subdivide the

canopy into sunlit and shaded fractions and model each fraction separately (de Pury

and Farquhar , 1997; Wang and Leuning , 1998; Dai et al., 2004). Multiple canopy

layer models subdividing the canopy in a number of sunlit and shaded layers have

been also proposed (Leuning et al., 1995; Baldocchi and Wilson, 2001; Drewry et al.,

2010; Bonan et al., 2014; Ryder et al., 2016).

The subdivision into sunlit and shaded fractions is recommended because photo-

synthesis of shaded leaves has a linear response to absorbed PAR, while photosyn-

thesis of sunlit leaves is often light saturated and so independent of absorbed PAR

above a thrshold, furthermore sunlit leaves can be several degrees warmer than

shaded leaves (de Pury and Farquhar , 1997; Wang and Leuning , 1998; Dai et al.,

2004). The “two big-leaves” approach is more complex than a big-leaf but it has

been shown to give results comparable to those of multi-layers models and signifi-

cantly better than those of the big-leaf model (de Pury and Farquhar , 1997; Wang

and Leuning , 1998; Dai et al., 2004).

This version of T&C adopts a two big leaves scheme, where sunlit and shaded leaves

are treated separately when computing net assimilation and stomatal resistance even

though a common single prognostic temperature is maintained (Section 5.1).

6.6.2 Scaling from leaf to canopy

Profiles of leaf properties have led to the hypothesis that leaves adapt or acclimate

to their radiation environment such that plant nitrogen resources may be distributed
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to maximize daily canopy photosynthesis (de Pury and Farquhar , 1997; Dewar et al.,

2012). It has been further hypothesized that the optimal distribution of nitrogen

occurs when nitrogen is distributed in proportion to the distribution of absorbed

irradiance in the canopy.

The canopy nitrogen profile is assumed to decay exponentially controlled by a

factor KN [−], in analogy with the penetration of the direct beam radiation in the

canopy that is assumed to decay exponentially and controlled by a light extinction

parameter Kopt (Section 4.2.1). Since the maximum photosynthetic capacity has

been shown to depend linearly on leaf nitrogen content (Schulze et al., 1994; White

et al., 2000; Reich et al., 1997; Wright et al., 2004), the instantaneous distribution

of nitrogen and light in the canopy are used to scale photosynthesis from leaf to

the two canopy levels. The scaling factor for photosynthetic capacity of the sunlit

FN,sun and shaded FN,shd fractions of the leaf area index LAI are:

FN,sun =

∫ LAI

0
e−KN xe−Kopt xdx =

1− e−(KN+Kopt)LAI

KN +Kopt
. (171)

FN,shd =

∫ LAI

0
e−KN x

(
1− e−Kopt x

)
dx =

1− e−(KN LAI)

KN
−

1− e−(KN+Kopt)LAI

KN +Kopt
. (172)

The factors FN,sun and FN,shd are used to obtain the estimate of photosynthetic

quantities scaled from leaf to canopy. It follows that the maximum Rubisco capacity

at 25◦C Vmax for unit of leaf in the shaded and sunlit fractions Vmax,sun, Vmax,shd

[µmol CO2 s
−1 m−2leaf ] are:

Vmax,sun = V T
max

FN,sun

FsunLAI
, (173)

Vmax,shd = V T
max

FN,shd

FshdLAI
, (174)

(175)

where V T
max [µmol CO2 s−1 m−2] is the maximum Rubisco capacity at 25◦C at

the top of the canopy, which is a model parameter. Theoretically, other quanti-

ties, such as the maximum electron transport capacity at 25◦C at canopy top JT
max

[µmol Eq s−1 m−2] and the leaf maintenance respiration RdC should be also scaled

from the leaf to the canopy scale (Wang and Leuning , 1998; Dai et al., 2004). Since

in T&C JT
max and RdC are dependent on V T

max, their scaling is implicit on the scaling

of Vmax (Kattge and Knorr , 2007). Note that Fsun and Fshd are computed similarly

but not identically to Eq. (13) (Section 4.1.1) since living biomass LAI and not

PAI is used.

The canopy scale quantities of net assimilation AnC [µmol CO2 s
−1 m−2] and the

leaf maintenance respiration RdC [µmol CO2 s
−1 m−2] are finally obtained as the

weighted sum of unit leaf sunlit and shaded fractions as:
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AnC = AnC,sun FsunLAI +AnC,shd FshdLAI , (176)

RdC = RdC,sun FsunLAI +RdC,shd FshdLAI . (177)

The stomatal resistance for sunlit and shaded leaves rs,sun, rs,shd, [s m
−1] are instead

maintained at the leaf scale as required by Eq.(93)-(94).

6.6.3 Stomatal conductance

Plant metabolism depends on the photosynthetic reaction, in which photosynthet-

ically active shortwave radiation energy is used to combine water and atmospheric

CO2 into sugars and other organic compounds. Plants allow the transfer of CO2

from the atmosphere to the cellular sites of photosynthesis located in the chloroplasts

inside the leaves. This flow requires an open pathway between the atmosphere and

water-saturated tissues inside the leaf, which leads to an inevitable loss of water

vapor over the same route (Sellers et al., 1997). The opening of this pathway is

regulated by the stomatal aperture. The complex mechanisms of stomatal move-

ment depend on both plant physiology and environmental factors (Daly et al., 2004;

Buckley , 2005). A complete mechanistic model reproducing this function has not

been yet developed, although several biochemical models have been proposed (Jones,

1998; Jarvis and Davies, 1998; Dewar , 2002; Gao et al., 2002; Katul et al., 2003;

Tuzet et al., 2003; Buckley et al., 2003; Sperry et al., 2002; Buckley , 2005; Zweifel

et al., 2007; Vico and Porporato, 2008). Generally, biochemical models show a con-

sistently better performance compared to Jarvis-type schemes (Niyogi and Raman,

1997; Lhomme, 2001) or other methods used to compute photosynthesis (Anderson

et al., 2000; LeRoux et al., 2001; Arora, 2002).

In T&C, a biochemical model describing the coupling between photosynthesis and

stomatal resistance is employed. Simplifications are introduced in order to reduce

the computational effort and to account for the limitations imposed by a single

prognostic temperature (Section 5.1). Indeed, the necessity to solve iteratively for

stomatal resistance (rs,sun and rs,shd), which is a variable of the non-linear numerical

scheme that determines the surface temperature Ts would require a large computa-

tional burden. In the biochemical model component of T&C, the leaf temperatures

of sunlit and shaded canopy fractions Tv,sun and Tv,shd are approximated with the

air temperature Ta and the value of aerodynamic resistance ra used in Eq. (179)

that depends implicitly on surface temperature, is approximated with the aerody-

namic resistance for neutral conditions. These assumptions permit the estimation

of photosynthesis and stomatal resistance outside the non-linear iterative equation

used to calculate the surface temperature Ts. Such an approach diminishes the com-

putational effort and is frequently used in numerical solution of stomatal resistance

(Noilhan and Planton, 1989; Nouvellon et al., 2000; Daly et al., 2004; Montaldo

et al., 2005).

In order to avoid repetitions, in the following, the equations for stomatal resistance
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rs (rs,sun or rs,shd) and net assimilation AnC for a single leaf are presented, using a

generic maximum Rubisco capacity at 25◦C Vmax, which corresponds to Vmax,sun,

for a sunlit leaf and to Vmax,shd for a shaded leaf.

The aperture of stomata has been experimentally shown to be related to the net

assimilation rate of CO2, AnC , environmental vapor pressure deficit ∆e [Pa], and

intercellular CO2 concentration ci [Pa] (Ball et al., 1987; Leuning , 1995; Gao et al.,

2002). It is important to note that all empirical stomatal conductance relationships

give a linear dependence between the net assimilation rate AnC and the stomatal

conductance gs,CO2 . Several empirical equations calculating stomatal conductance

have been proposed in literature (Ball et al., 1987; Tardieu and Davies, 1993; Leun-

ing , 1990, 1995; Tuzet et al., 2003). See also Niyogi and Raman (1997) and Dewar

(2002) for comparisons of methods. The equation proposed by Leuning (1990, 1995)

is used in T&C:

gs,CO2 = g0,CO2 + a
AnC

(cc − Γ∗)
f(∆e) Patm , (178)

where gs,CO2 [µmolCO2 m
−2 leaf s−1] is the stomatal conductance, gs,CO2 = 1/rs,co2 ,

a [−] is an empirical parameter, Γ∗ [Pa] is the CO2 compensation point, Patm [Pa]

is the atmospheric pressure, and g0,CO2 [µmol CO2 m
−2 leaf s−1] is the minimum

stomatal conductance when AnC ≤ 0, which includes cuticular conductance and

imperfect stomatal closure. The sensitivity to vapor pressure deficit is expressed

through an empirical function f(∆e) =
(

1
1+∆e/∆0

)
, where ∆e [Pa] is the vapor

pressure deficit, which is calculated with Ta, and ∆0 [Pa] is an empirical coefficient

that expresses the value of vapor pressure deficit at which f(∆e = ∆0) = 0.5. Equa-

tion (178) is modified from the original formulation since the CO2 concentration at

the leaf surface, cs [Pa], is replaced with the CO2 concentration at the chloroplast

level cc or the internal leaf concentration, ci [Pa], in case mesophyll conductance

is not accounted for. This correction leads to a better agreement with observed

stomatal response and to a more direct link with the CO2 concentration sensed by

the leaf (Mott , 1988; Assmann, 1999; Dewar , 2002).

The photosynthesis rates and stomatal conductance depend on chloroplast level

partial pressure of CO2, cc [Pa], that a priori is unknown (Section 6.6.4). An iterative

procedure is thus required to estimate cc, which is formulated as a problem of finding

the zero of a non-linear equation. In order to solve the non-linear equation the

resistance path between the leaf chloroplasts and the atmosphere must be calculated.

The corresponding equation in terms of carbon fluxes is:

AnC =
ca − cc

Patm (1.64 rs + rmes + 1.37rb + ra)
, (179)

where ca [Pa] is the air atmospheric CO2 concentration at the leaf surface, the

coefficients 1.37 and 1.65 are the ratios between the resistances to transfer of CO2

and water vapor across the leaf boundary layer (i.e., rb,CO2/rb,H2O = 1.37) and

stomata (i.e., rs,CO2/rs,H2O = 1.64) (vonCaemmerer and Farquhar , 1981). The

transfer of carbon through the aerodynamic surface layer is completely turbulent
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and ra,CO2 = ra,H2O (Jones, 1983). Note that throughout the rest of the document

when the subscript in the resistance terms is omitted, the value always refer to water.

The stomatal resistance rs and the leaf boundary layer resistance rb are at the leaf

level. The term rmes = 1/gmes [m2 s1 µmol−1CO2 ] is the mesophyll resistance

(Warren, 2006), computed using a constant mesophyll conductance gmes, which is

a model input. Mesophyll conductance represents an additional resistance to the

CO2 path and has been shown to be a function of environmental variables and CO2

itself (Flexas et al., 2008, 2012). If these dependencies are accounted for mesophyll

conductance can partially decouple water and carbon fluxes (Warren, 2008; Sun

et al., 2014), however, parameterizations of environmental dependencies are still very

uncertain and are not accounted for in the current T&C version. When gmes = ∞,

its effect vanishes and Eq. (179) becomes equivalent to the classic formulation

without mesophyll conductance. When the biochemical model is used to calculate

photosynthesis of a low-vegetation (Lv) layer (located below high vegetation (Hv)

layer), undercanopy resistance r′a should be added to the denominator of Eq. (179).

The resistances in Eq. (179) are expressed in biochemical units of [m2 s1 µmol−1CO2 ].

The conversion to hydrological units (i.e., [s m−1]) is obtained using the gas molar

volume, as in Sellers et al. (1996b):

rx(s m
−1) =

1

0.0224

Tf Patm

(T + 273.15)Patm,0
106rx(m

2 s µmol−1CO2) , (180)

where Patm [Pa] is the atmospheric pressure, Patm,0 = 101325 [Pa] is the reference

atmospheric pressure, Tf = 273.15 [K] is the freezing temperature, T [◦C] is the leaf

temperature for rs or air temperature for rb and ra, and rx(⋄) is a generic resistance

with unit of measurements (⋄).

6.6.4 Biochemical model of photosynthesis

Biochemical models of leaf photosynthesis describe CO2 assimilation by chloro-

plasts of leaves as a process limited by rates of enzyme kinetics. Specifically, the

amount and velocity of the carboxylating enzyme Rubisco, the electron transport,

and the efficiency of leaf light-intercepting apparatus (chlorophyll) are considered as

limiting factors (Farquhar et al., 1980; vonCaemmerer and Farquhar , 1981; Collatz

et al., 1991, 1992; Farquhar and Wong , 1984; Farquhar et al., 2001). The biochemical

model of canopy photosynthesis implemented within T&C is based on Farquhar et al.

(1980); Collatz et al. (1991, 1992) with modifications based on Leuning (1995); Sell-

ers et al. (1996b); Dai et al. (2004); Kattge and Knorr (2007); Bonan et al. (2011).

The model describes the net and gross photosynthetic rates, AnC , and AC , respec-

tively, [µmol CO2 s
−1 m−2], as a function of three limiting rates. Specifically, these

rates describe the assimilation process as limited by the efficiency of the photosyn-

thetic enzyme system (Rubisco-limited) Jc, the amount of PAR captured by the leaf

chlorophyll Je, that depends on the the electron transport rate Jm, and the capacity

of the leaf to export or utilize the products of photosynthesis, Js for C3 plants or

PEP-carboxylase, Js for C4 plants.
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The RuBP-carboxylase (Rubisco enzyme) limited carboxylation rate is formulated

as:

Jc = Vm

[
cc − Γ∗

cc +Kc(1 +Oi/Ko)

]
, for C3 , (181)

Jc = Vm , for C4 . (182)

The maximum rate of PAR captured by the leaf chlorophyll (i.e., the light-limited

rate) is:

Je = J

[
cc − Γ∗

cc + 2Γ∗

]
, for C3 , (183)

Je = PPFD∗ , for C4 , (184)

where J is the smaller root of the quadratic equation:

αJJ
2 − (PPFD∗ +

Jm
4

) J + PPFD∗ Jm
4

= 0 , (185)

The export-limited rate of carboxylation (for C3 plants) and the PEP-carboxylase

limited rate of carboxylation (for C4 plants) are:

Js = 3TPU , for C3 , (186)

Js = ke
cc
Patm

, for C4 . (187)

In the above equations, cc and Oi [Pa] are the partial pressures of CO2 and O2 in

the leaf chloroplasts. The quantity PPFD∗ = ϵ βQ PARabs [µmol CO2 s
−1 m−2] is

the effective photosynthetic photon flux density of photosystem II, where ϵ [µmol CO2

µmol−1 photons] is the intrinsic quantum efficiency, and βQ [µmol photons J−1] is

a quanta-to-energy converting factor between the measurement units, that depends

on the wavelength, λ, and thus on the type of radiation. Dye (2004) showed that

a value of βQ = 4.57 can be employed for a wide range of cloud conditions with

little or no error. The term αJ = 0.7 [−] is a shape parameter (Bonan, 2002) and

PARabs [W m−2] is the absorbed photosynthetically active radiation at the leaf

scale computed from the canopy scale quantities in Section 4.1:

PARabs =
PARabs,sun

FsunLAI
, for sunlit leaves ,

PARabs =
PARabs,shd

FshdLAI
, for shaded leaves . (188)

The value of the intrinsic quantum efficiency, ϵ, depends on the photosynthesis

pathway (C3 or C4). There are arguments about its variability among different

plants (Skillman, 2008) but constant values of ϵ = 0.081 [µmolCO2 µmol
−1 photons]

for C3 and ϵ = 0.040 [µmolCO2 µmol
−1 photons] for C4 plants are typically used

(Farquhar et al., 1980; Collatz et al., 1991, 1992; Cox , 2001; Arora, 2002). The

reader is referred to Öquist and Chow (1992) and Singsaas et al. (2001) for further

discussions on ϵ.

66



The variables Vm [µmol CO2 s
−1 m−2], Jm [µmol Eq s−1 m−2] and TPU [µmol Eq s−1 m−2]

are the Rubisco capacity, electron transport capacity, and triose phosphate utiliza-

tion, at the leaf scale, after the temperature dependence has been accounted for.

The parameter Γ∗ [Pa] is the CO2 compensation point (Bonan et al., 2011):

Γ∗ = Γ∗
25 exp

[37.83(Tv − Tref )

(Tref RTv)

]
, (189)

where R = 8.314 [J mol−1 K−1] is the universal gas constant, Tref = 273.15 [K]

is a reference temperature, Tv [K] is the leaf temperature in Kelvin, and Γ∗
25 =

42.75 10−6 Patm [Pa] is the CO2 compensation point at 25◦C. The terms Kc and Ko

[Pa] are the Michaelis-Menten constants for CO2 and O2, respectively, expressed as

functions of leaf temperature Tv [K] (Bonan et al., 2011):

Kc = Kc,25 exp
[79.43(Tv − Tref )

(Tref RTv)

]
, (190)

Ko = Ko,25 exp
[36.38(Tv − Tref )

(Tref RTv)

]
, (191)

where the reference values at 25◦C are: Kc,25 = 404.9 10−6 Patm [Pa] and Ko,25 =

278.4 10−3 Patm [Pa].

The dependence of maximum catalytic capacity of Rubisco Vm, on temperature

Tv, is accounted for as in Kattge and Knorr (2007):

Vm = Vmax exp
[Ha(Tv − Tref )

(Tref RTv)

]1 + exp
(
Tref∆S−Hd

Tref R

)
1 + exp

(
Tv∆S−Hd

Tv R

) , (192)

where Vmax [µmol CO2 m−2 s−1] is the value of Rubisco capacity at 25◦C, Ha

[kJ mol−1] is the activation energy, and Hd [kJ mol−1] is the deactivation en-

ergy. The deactivation energy Hd is generally assumed to be constant, Hd = 200

[kJ mol−1] and describes the rate of decrease above the optimum temperature. The

term ∆S [kJ mol−1 K−1] is the so-called “entropy factor”. Reference values of

Ha = 72 [kJ mol−1] and ∆S = 0.649 [kJ mol−1 K−1] can be used in absence

of specific information (Kattge and Knorr , 2007). More generally, these quanti-

ties are species dependent with typical ranges of Ha = 45 − 95 [kJ mol−1] and

∆S = 0.625 − 0.665 [kJ mol−1 K−1]. A generic illustration of temperature depen-

dencies for various quantities including Vm and Jm is presented in Figure 24.

The parameterization of Kattge and Knorr (2007) improves the biochemical model

of photosynthesis in comparison to the conventionally used Q10 function to account

for temperature dependencies of photosynthetic parameters (Collatz et al., 1991;

Sellers et al., 1996a; Cox , 2001). An equivalent expression to Eq. (192) but with

different parameters has been also used by other authors (Bernacchi et al., 2001,

2003; Bonan et al., 2011). Besides, the parameter Ha and ∆S have a physical

meaning and are not purely adjustment factors.
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Figure 24: Leaf temperatures Tv [◦C] sensitivity of the maximum Rubisco capacity
Vm/Vmax for C3 (a and b) and C4 (c) photosynthesis patterns. The sensitivity to the
activation energy, Ha [kJ mol−1] (a), and entropy factor ∆S [kJ mol−1 K−1] (b) are
shown. Reference values of ∆S = 0.649 is used in (a), and Ha = 72 in (b). Tempera-
ture sensitivities of maximum electron transport capacity Jm/Jmax (d), Triose Phosphate
Utilization TPU/TPU25 (e), and CO2 compensation point Γ∗/Γ∗

25 (f) are also shown.
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The maximum electron transport capacity, Jm [µmol Eq s−1 m−2], is also com-

puted as in Kattge and Knorr (2007):

Jm = Jmax exp
[Ha(Tv − Tref )

(Tref RTv)

]1 + exp
(
Tref∆S−Hd

Tref R

)
1 + exp

(
Tv∆S−Hd

Tv R

) , (193)

where Jmax [µmol Eq s−1 m−2] is the maximum electron transport capacity at

25◦C, computed from Vmax as Jmax = rjv Vmax [µmol Eq s−1 m−2], with rjv

[µmol Eq µmol CO−1
2 ] an input parameter, with a typical range rjv = 1.6 − 2.6,

Reference values of Ha = 50 [kJ mol−1], Hd = 200 [kJ mol−1], ∆S = 0.646

[kJ mol−1 K−1], are used to compute Jm (Kattge and Knorr , 2007) (Figure 24).

The Triose Phosphate Utilization, TPU [µmol Eq s−1 m−2], is computed as in

Bonan et al. (2011):

TPU = TPU25 exp
[Ha(Tv − Tref )

(Tref RTv)

]1 + exp
(
Tref∆S−Hd

Tref R

)
1 + exp

(
Tv∆S−Hd

Tv R

) , (194)

where TPU25 = 0.1182Vmax [µmol Eq s−1 m−2] is the triose phosphate utilization

at 25◦C computed from Vmax and the parameters of Eq. (194) are Ha = 53.1

[kJ mol−1], ∆S = 0.490 [kJ mol−1 K−1], and Hd = 150.65 [kJ mol−1] (Figure 24).

For C4 species Eq. (192) is replaced with another expression to compute Vm

(Sellers et al., 1996b; Dai et al., 2004; Bonan et al., 2011):

Vm = Vmax

[
2.10.1(Tv−25)

] [ 1

1 + exp[0.3(Tv − 40)]

] [
1

1 + exp(0.2(15− Tv))

]
,

(195)

where Tv [◦C] is the leaf temperature in Celsius (Figure 24). The PEP Carboxylase

coefficient ke is computed as in Bonan et al. (2011):

ke = ke,25

[
2.10.1(Tv−25)

]
, (196)

where Tv [◦C] is the leaf temperature and ke,25 = 20000Vmax [µmol Eq s−1 m−2] is

the PEP Carboxylase coefficient at 25◦C.

The transition from one limiting rate to another (Jc, Je, and Js) is not abrupt.

The coupling between the three processes leads to a continuous smooth function.

Collatz et al. (1991) described it by combining the rate terms into two quadratic

equations, which are then solved for their smaller roots:

αceJ
2
p − Jp(Jc + Je) + JeJc = 0 ,

αps(A
∗)2 −A∗(Jp + Js) + JpJs = 0 , (197)

where the solution Jp [µmol CO2 m
−2 s−1] is the smoothed minimum of Jc and

Je, and the solution A∗ [µmol CO2m
−2 s−1] is the gross assimilation rate for unit

canopy before accounting for moisture stress, αce and αps are the coupling coefficients
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(Sellers et al., 1996a; Bonan et al., 2011), with αce = 0.98 for C3 species and αce =

0.80 for C4 species, and αps = 0.95.

The net assimilation rate at the leaf scale, AnC [µmol CO2 m
−2 s−1], is then given

by:

AnC = AC −RdC , (198)

where AC = βS A
∗ [µmol CO2 m

−2 s−1] is the gross assimilation rate, and βS is

a water stress factor (Eq. 201). The term RdC [µmol CO2 m
−2 s−1] is the leaf

maintenance respiration, which is assumed to be equal to the leaf dark respiration,

even though this is a coarse assumption for respiration during daytime (Villar et al.,

1995; Atkin et al., 1997), and is estimated following Collatz et al. (1991, 1992);

Bonan et al. (2011). For C3 species (Figure 25a):

RdC = 0.015Vmax exp
[Ha(Tv − Tref )

(Tref RTv)

]1 + exp
(
Tref∆S−Hd

Tref R

)
1 + exp

(
Tv∆S−Hd

Tv R

) , (199)

where Tv [K] is in Kelvin and reference values ofHa = 46.39 [kJ mol−1],Hd = 150.65

[kJ mol−1], and ∆S = 0.490 [kJ mol−1 K−1] are used. For C4 species:

RdC = 0.025Vmax 2.0
0.1(Tv−25)

[
1 + e1.3 (Tv−55)

]−1
, (200)

where Tv [◦C] is in Celsius and the temperature inhibition functions are used to

modulate respiration at elevated temperatures. Note that the relation between the

leaf respiration, RdC , and temperature, Tv, is likely more complex, because acclima-

tion effects may play an important role (Tjoelker et al., 2001; Wythers et al., 2005;

Smith and Dukes, 2013). Acclimation effects are, however, not accounted for in this

version of T&C.

A βS factor is introduced to reproduce the control of available moisture on transpi-

ration and carbon assimilation. The factor βS limits canopy photosynthesis based

on leaf water potential ΨL [MPa] (Section 13) at the hourly scale (Figure 25b):

βS = 1− 1

1 + exp(pSΨL + qS)
, (201)

where pS = 3.89
ΨS,02−ΨS,50

and qS = −pS ΨS,50 are two parameters computed from

the knowledge of water potential thresholds where stomata closure begins (2%) and

reaches the 50%, ΨS,02 and ΨS,50 [MPa], respectively, which are model parameters.

Note that in the absence of a plant hydraulic module (Section 13) the leaf water po-

tential ΨL, corresponds to the soil water potential ΨsR and Eq. (201) is only a proxy

for the complex control of the entire root-xylem-leaf transfer process that regulates

stomatal aperture and photosynthesis (Tuzet et al., 2003; Buckley et al., 2003; Katul

et al., 2003; Bohrer et al., 2005; Verbeeck et al., 2007; Vico and Porporato, 2008;

Feddes et al., 2001; Sperry et al., 2003; Kirkham, 2005; Sack and Holbrook , 2006;

Nobel , 2009). The factor βS is applied to the assimilation rate, A∗, as proposed by
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Daly et al. (2004) and not to the maximum Rubisco capacity, Vm, as proposed by

other authors (e.g., Ivanov et al., 2008b).
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Figure 25: Sensitivity of the leaf maintenance respiration to leaf temperatures Tv [◦C],
RdC/RdC,25 for C3 and C4 photosynthesis patterns (a). The value of the βS factor for
different leaf water potentials ΨL is also presented for the special case ΨS,00 = −0.8MPa
and ΨS,50 = −2.5 MPa (b).

An important parameter in the biochemical model is the maximum Rubisco ca-

pacity at 25◦C, Vmax [µmol CO2 m
−2 s−1]. Figure 26 shows the sensitivity to this

parameter. The maximum photosynthetic capacity, Amax [µmol CO2 s
−1 m−2], i.e.

the gross assimilation rate, AC , for optimal conditions, and the maximum stomatal

resistance, gs,CO2,max [mmol CO2 m
−2 s−1], are plotted against Vmax. These quanti-

ties represent the rate of photosynthesis and the stomatal conductance when all the

environmental conditions are non-limiting. The sensitivities of Amax and gs,CO2,max

to the atmospheric CO2 concentration, ca [ppm], and the empirical coefficient, a [−],

that indicates the linear link between assimilation rate and stomatal conductance

are shown in Figure 26.

6.6.5 Chlorophyll fluorescence

The calculation of solar-induced chlorophyll fluorescence (SIF ) follows the deriva-

tion of Lee et al. (2015). The flux of emitted fluorescence F can be expressed by an

equation analogous to the expression for PPFD∗, F = ϵF βQ PARabs [µmol Eq s
−1 m−2]

where ϵF [µmol Eq µmol−1 photons] is the fluorescence yield (number of photons

that fluoresce per absorbed photon) analogous to ϵ, and βQ [µmol photons J−1] is

again the converting factor between the measurement units.

The energy absorbed by excited chlorophyll must be transferred to one of: (i)

photochemistry (photochemical quenching, i.e., the efficiency of electron transport

per photon absorbed by photosystems), (ii) non-photochemical quenching (NPQ),

that is, heat, or fluorescence (F ). The non-photochemical quenching is partitioned

as the sum of fractional heat loss in light-adapted conditions and in dark-adapted

conditions. The corresponding rate coefficients of the different energy uses are: kp
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Figure 26: Values of maximum photosynthetic capacity, Amax, and maximum stomatal
conductance, gs,max, as a function of Vmax. A sensitivity analysis to atmospheric CO2

concentration, Ca [ppm], and to the empirical coefficient, a [−], is shown. The lines are
calculated with ϵ = 0.081 [µmolCO2 µmol

−1 photons], Ha = 72 [kJ mol−1], ∆S = 0.649
[kJ mol−1 K−1] for a C3 plant; a = 7 in the subplots (a) and (b); ca = 380 ppm in the
subplots (c) and (d).
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(photochemical quenching), kn (NPQ in light adapted conditions), kd (NPQ in dark

adapted conditions) and kf (fluorescence) (Lee et al., 2015). For a light-acclimated

leaf when it is exposed to saturating irradiance kp = 0, then, the fluorescence yield

ϵF can be written as:

ϵF =
kf

kf + kd + kn
(1− ϵP ) , (202)

where ϵP = 4 ϵ Jf/PPFD∗ [µmol Eq µmol−1 photons], kd = max[0.03Tv+0.0773, 0.087],

kf = 0.05, and kn = (6.2473 dls − 0.5944)dls. The leaf temperature Tv [◦C] is in

Celsius and dls = 1− Jf/PPFD
∗ is the degree of light saturation (Lee et al., 2013,

2015; van der Tol et al., 2014). The term Jf is the actual electron transport rate

calculated from the CO2 exchange rate and PPFD∗ is the maximum possible elec-

tron transport rate for a given absorbed PAR. The term Jf is computed as (Lee

et al., 2015):

Jf = A∗
[
cc + 2Γ∗

cc − Γ∗

]
, for C3 , (203)

Jf = A∗ , for C4 . (204)

Since a spectrometer measures fluorescence as a power per solid angle, unit area,

and wavelength range [W m−2 sr−1 µm−1], the flux of emitted fluorescence, F

[µmol Eq s−1 m−2] must be converted to the proper units. The conversion would

theoretically requires to run a full canopy radiative transfer model, fortunately con-

version factors have been proposed to convert F in SIF at 755 nm (Lee et al., 2015):

SIF755 =
F

k
, (205)

where k = 0.0375Vmax + 8.25 accounts for the integration over all wavelengths in

the fluorescence emission spectrum, observing angle, and for the unit conversion.

Besides Vmax, chlorophyll concentration also influences k but this is not accounted

for in T&C. The value of SIF755 is computed separately for sunlit and shaded leaves

and integrated at canopy scale identically to net assimilation (Eq. 176).

7 Snow hydrology

A suitable model of the hydrological cycle must account for snow accumulation

and melt since the presence of snow modifies the energy and water mass balances.

7.1 Precipitation partition

The partition of incoming precipitation Pr [mm h−1] into rain Pr,liq [mm h−1] and

snow Pr,sno [mm h−1] (in terms of liquid water depth) is considered to be regulated

by air temperature, Ta [◦C] at the reference height, zatm [m]. This assumption

is common in modeling snowpack dynamics (Wigmosta et al., 1994; Tarboton and

Luce, 1996), despite the fact that the partition between Pr,liq and Pr,sno depends

73



on the actual profile of temperature in the lower troposphere, and on the weather

system producing the precipitation event. The terms Pr,liq and Pr,sno are calculated

as:

Pr,sno = Pr , if Ta ≤ Tmin, (206)

Pr,sno = Pr
Tmax − Ta
Tmax − Tmin

, if Tmin < Ta < Tmax, (207)

Pr,sno = 0 , if Ta ≥ Tmax, (208)

Pr,liq = Pr − Pr,sno , (209)

where Tmin [◦C] is a threshold temperature below which all precipitation is in the

form of snow, and Tmax [◦C] is a threshold temperature above which all precipitation

is rain. Between the threshold temperatures, precipitation is assumed to be a mix of

rain and snow. The values of Tmin and Tmax are model parameter. Typical values of

-1.1/-0.5 [◦C] and 2.5/3.3 [◦C] can be used for Tmin and Tmax, respectively (USACE ,

1956).

7.2 Snowpack energy and mass balance

Two different storages of snow are considered: the snowpack at the ground, with

the corresponding snow water equivalent SWE [mm] and the intercepted snow in

the high-vegetation canopy, with snow water equivalent InSWE
[mm]. Since a single

prognostic surface temperature Tsno is computed for a given computational element,

the energy balance of the two snow storages is combined.

The basic theory underlying all physically-based snowmelt models lies in balancing

the energy budget for the snowpack and converting the excess energy into snowpack

temperature change, metamorphism, or melt (Williams and Tarboton, 1999). The

seasonal snowpack dynamics can be separated into the cooling phase, the warming

phase, the ripening phase, and the output phase (Dingman, 1994). During the

cooling/warming phases, the net energy input raises/decreases the temperature of

snowpack, until a warming phase brings snow to the melting point. During the

ripening and the output phases, the snowpack remains isothermal at the melting

point temperature. Additional energy inputs cause some of the snow to change

phase from ice to water. During the ripening phase, the liquid water is retained

in the snowpack by surface-tension forces until the snow reaches its liquid holding

capacity. Once snowpack voids are saturated, the output phase begins and melt-

water flows out of the snowpack.

In cooling and warming phases, the temperature variation of snowpack is controlled

by heat transfer as:

dTsno =
1000 dQdt

ci ρw(Sb
WE + InbSWE

)
, (210)

where dQ [W m−2] is the net energy flux input to the snowpack, ci [J kg−1 K−1]
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is the specific heat of ice, ρw [kg m−3] is the density of water, and Sb
WE [mm],

InbSWE
[mm] are the water mass equivalent of ground snowpack and intercepted

snow before accounting for melting. The term dt [s] is the time step, and dTsno =

Tsno(t)−Tsno(t−dt) [◦C] is the change in the average temperature of the snowpack.

Note that in Eq. (210) the temperature change dTsno can be positive or negative

depending on the sign of dQ that implicitly depends on Tsno.

During the ripening and output phases, snowpack remains isothermal at the tem-

perature of melting point Tsno = 0 [◦C]. Additional energy inputs cause some of the

snow to change phase from ice to water:

Sm =
1000dQ

λfρw
, (211)

where λf = 333700 [J kg−1] is the latent heat of melting of ice at 0 [◦C], and

Sm [mm] is the snow water equivalent converted to water. The total flux Sm is

partitioned into snowmelt Sm1 [mm], occurring in snowpack at the ground (i.e.,

mass released from Sb
WE), and snowmelt Sm2 [mm], occurring in the intercepted

snowpack (i.e., mass released from InbSWE
) weighting the relative masses:

Sm1 =
Sb
WE

Sb
WE + InbSWE

Sm , (212)

Sm2 =
InSb

WE

Sb
WE + InbSWE

Sm . (213)

The net energy flux input to the snowpack, dQ [W m−2], is calculated by con-

sidering all significant sources of incoming and outgoing heat in the energy balance

equation (Anderson, 1968; Bras, 1990; Wigmosta et al., 1994; Dingman, 1994; Tar-

boton and Luce, 1996; Williams and Tarboton, 1999; Liston and Elder , 2006):

dQ(Tsno) = Rn(Tsno) +Qv(Tsno) +Qfm(Tsno)

−H(Tsno)− λE(Tsno)−G(Tsno) , (214)

where Rn [W m−2] is net radiation energy absorbed by snow, Qv [W m−2] is incom-

ing heat with precipitation, G [W m−2] is ground heat flux into the soil, H [W m−2]

is sensible heat flux from snow, λE [W m−2] is latent heat flux from snow and

Qfm [W m−2] is heat release from melting (negative) or freezing (positive) of liquid

water held by snow (Section 7.4). Note that all of the above quantities implicity or

explicitly depend on the surface snow temperature Tsno.

Snowpack mass SWE [mm] is updated conserving the mass balance:

Sb
WE(t) = SWE(t− dt) + Pr,u,sno(t)− Esno(t)dt , (215)

SWE(t) = Sb
WE(t)− Sm1(t) , (216)

where Pr,u,sno [mm] is snow precipitation that reaches the ground, Esno [mm h−1]

is evaporation-sublimation from the snowpack, and dt [h] is the time step. The

term Pr,u,sno is the total snow precipitated in the land area, less the newly inter-
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cepted snow InNSWE
[mm], plus the snow unloaded from the snow interception storage

UInSWE
[mm] (Eq. 217). Further details are given in Section 7.3. The term Esno is

from Eq. (92) and accounts for evaporation-sublimation from the whole snowpack.

Pr,u,sno = Pr,sno dt [1− (1− Csno,w)Cwat]− InNSWE
+ UInSWE

, (217)

Esno =
(
1−

nc∑
i=1

Ccrown,i − (1− Csno,w)Cwat

)
Esno,f +

nc∑
i=1

(
Ccrown,iEsno,v,i

)
, (218)

where the symbols in Eq. (218) are defined in Section 5.4.

All of the quantities in Eq. (214) are functions of the surface temperature Tsno

that is an unknown. Further, Tsno depends also on the snow mass balance since it

influences snowmelt and liquid water content of the snowpack. An iterative numer-

ical solution has been developed to solve for Tsno that satisfies the energy and mass

balances. First, an initial value of T 1
sno is assumed and then Eq. (214) is solved

iteratively until the equality T i
sno = T i+1

sno is satisfied.

7.3 Canopy interception of snow

Interception by forest canopies can store up to 60% of cumulative snowfall by mid-

winter in cold boreal forests, which may result in a significant loss of snow through

sublimation (Pomeroy et al., 1998a). Most of intercepted snow remains in the canopy

where it is exposed to a relatively warm and dry atmosphere. Underestimation of

interception will result in a shorter exposure time for sublimation/evaporation and

thus in a decrease in seasonal sublimation (Pomeroy et al., 1998a). Intercepted

snow also alters the surface albedo. A significant decrease of albedo occurs once the

intercepted snow is unloaded from canopies.

In T&C only the high-vegetation layer (Hv) is parameterized to have a storage

of intercepted snow. A single value of intercepted snow water equivalent, InSWE

[mm] is considered for any given element and it represents the average of inter-

cepted snow between different crown areas (Ccrown,i) that can be present within a

basic computational element. In the low-vegetation layer, there is no storage for

snow interception. When snow falls on the low-vegetation layer, snow is assumed to

increment the ground snow layer and its contribution is added to the snow water

equivalent SWE . The presence of snow on the ground is assumed to completely hide

the low-vegetation layer. In such a situation, the latent and sensible heat fluxes are

estimated directly from the snow surface.

The snow interception model developed by Hedstrom and Pomeroy (1998) is ap-

plied to calculate the intercepted snow mass InSWE
. Hedstrom and Pomeroy (1998)

provide a physically-based formulation of snow interception, where InSWE
is related

to snowfall characteristics, leaf area index, tree species, canopy density, air tem-

perature, and wind speed (Hedstrom and Pomeroy , 1998; Pomeroy et al., 1998b,

2002; Gelfan et al., 2004). Further adaptations presented by Gelfan et al. (2004);
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Lee and Mahrt (2004); Liston and Elder (2006) are also accounted for and imple-

mented in T&C. The model of snow interception permits the calculation of several

quantities such as the newly intercepted snow InNSWE
[mm], the actual intercepted

snow InSWE
(t), and the unloaded snow UInSWE

[mm] from standard meteorological

variables.

InbSWE
(t) = InSWE

(t− dt) + InNSWE
(t)− EInSWE

(t)dt , (219)

InSWE
(t) = InbSWE

(t)− UInSWE
(t)− Sm2(t) , (220)

where InbSWE
(t) [mm] is the intercepted snow before unloading, EInSWE

[mm h−1] is

the sublimation/evaporation from intercepted snow, Sm2 [mm] is the snowmelt of the

intercepted snow (Section 7.2), and dt [h] is the time step. Sublimation/evaporation

from intercepted snow EInSWE
is taken from Eq. (92):

EInSWE
=

(
dw,sno

nc∑
i=1

(
Ccrown,i[PAI(Hv,i)]

))
Esno,f , (221)

where Esno,f is in [mm h−1], dw,sno = min (1, InSWE
/InMSWE

) [−] is the fraction of

vegetation in the high-vegetation layer covered by intercepted snow (Lee and Mahrt ,

2004). The term, dw,sno, is averaged on the nc crown areas, and InMSWE
[mm] is the

total (on the crown areas) snow interception capacity. This equation is equivalent to

the one describing evaporation from a water surface, once the snowpack temperature

and the latent heat of sublimation are considered. This is a simplification when

compared to more accurate approaches that compute sublimation losses accounting

for ice and canopy exposure coefficients (Pomeroy et al., 1998b). However, this

simplification is considered to be adequate in the context of T&C.

The newly intercepted snow, InNSWE
, depends on the difference between canopy

snow interception capacity InMSWE
[mm], and the initial snow load InSWE

(t − 1)

[mm]. It is further related through an exponential function to snowfall and canopy

coverage and density (Hedstrom and Pomeroy , 1998):

InNSWE
= c

(
InMSWE

− InSWE
(t− 1)

)(
1− e

−ςp
Pr,snodt

InM
SWE

)
, (222)

where ςp [−] is the canopy-leaf contact area per unit area of ground, which for no

wind condition is proportional to canopy coverage and in high wind speeds is 1

(Pomeroy et al., 1998b). For simplicity, ςp = 1 is assumed for any condition. The

term Pr,sno [mm h−1] is the snowfall on the canopy (considered equal to the open-

area snowfall) (Section 7.1). The coefficient c [−] represents the immediate unload

of the newly intercepted snow. A value of c = 0.7 was found to be appropriate for

hourly time-step (Pomeroy et al., 1998a; Hedstrom and Pomeroy , 1998).

The snow unloaded from the canopy UInSWE
[mm], at each time step is calculated

using a linear reservoir model as first proposed by Hedstrom and Pomeroy (1998).
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The value of UInSWE
for cold conditions is:

UInSWE
(t) =

(
1− e−udt

)
InbSWE

(t) . (223)

where u = 4.1 10−3 h−1 is a reference parameter obtained from the sensitivity anal-

ysis of Hedstrom and Pomeroy (1998). Eq. (223) is valid for cold conditions and

the wind speed is not considered in the unloading process (Hedstrom and Pomeroy ,

1998). All the mechanisms for unloading of intercepted snow increase dramatically

for wet-snow conditions. Therefore, when the atmospheric dew point temperature,

Tdew [◦C], exceeds 0 ◦C and the wind speed, ua is greater than 0.5 m s−1 the inter-

cepted snow in the canopy is considered to be sufficiently ventilated to be isother-

mal at 0 ◦C and as suggested by Gelfan et al. (2004) is completely unloaded, i.e.,

UInSWE
(t) = InbSWE

(t) . This mechanism is consistent with the unloading criteria

underlined by Storck et al. (2002), it is physically meaningful and computationally

simple.

The canopy snow interception capacity InMSWE
[mm] is calculated following Hed-

strom and Pomeroy (1998). The interception capacity of snow, InMSWE
, depends on

the plant area index PAI and on the maximum snow load per unit of plant area,

Spsno,In [kgm−2] or equivalently [mm]:

InMSWE
= Spsno,In

nc∑
i=1

[
Ccrown[PAI(Hv)]

]
, (224)

where Spsno,In is composed of a mean specie value Ŝpsno,In corrected by a func-

tion that depends on snow density, ρsno [kgm−3]. Since the snow density of the

intercepted snow is not explicitly resolved, it is always assumed to be the that of a

theoretical new snowfall, ρnewsno (Section 7.5):

Spsno,In = Ŝpsno,In

(
0.27 +

46

ρnewsno

)
. (225)

Field observations have suggested values of Ŝpsno,In between 5.9-6.6 [mm m2 ground area

m−2 leaf area] (Schmidt and Gluns, 1991).

7.4 Snowpack water content

During the ripening phase, liquid water is retained in snowpack by surface-tension

forces until snow reaches its liquid holding capacity. Generally, the outflow rate from

snowpackWrs [mm], is determined through Darcy’s law accounting also for capillary

forces (Tarboton and Luce, 1996; Essery et al., 1999; Zanotti et al., 2004). In order

to avoid excessive computational efforts, a simple “bucket” model to describe the

dynamics of the water content in the snowpack, Spwc [mm] is used. The bucket

approach provides outflow Wrs, when the maximum holding capacity SpMwc [mm],

is exceeded (Wigmosta et al., 1994; Belair et al., 2003). The maximum holding

capacity of the snowpack SpMwc is calculated as a function of snow water equivalent,
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SWE [mm] and specific holding capacity coefficient cR [−] that, in turn, depends on

snow density ρsno [kgm−3]. The equations first proposed by Belair et al. (2003) are

used:

SpMwc = cR SWE , (226)

cR = cRmin

(
ρsno ≥ ρe

)
+(

cRmin + (cRmax − cRmin)
ρe − ρsno

ρe

)(
ρsno < ρe

)
, (227)

where the snow density is defined in Section 7.5, the minimum specific holding

capacity coefficient is cRmin = 0.03 [−], the corresponding maximum is cRmax = 0.1

[−], and the density threshold is ρe = 200 [kgm−3]. The release of water from

snowpack starts when snowpack water content Spwc exceeds Sp
M
wc. Once the process

reaches this threshold, the output phase begins and melted water Wrs flows out of

snowpack. The released water is: Wrs = (Spwc − SpMwc).

The balance of snowpack water content Spwc results from the sum of snowmelt

and liquid precipitation entering the snowpack, less Wrs:

Spwc(t) = Spwc(t− dt) + Sm + Pr,liq(t)dt
[
1− (1− Csno,w)Cwat

−
[ nc∑
i=1

CcrownCfol,Hv

](
1− dw,sno

)]
−Wrs , (228)

where Cfol,Hv [−] is the fractional vegetation cover for the high-vegetation layer

(Section 9.1).

The snowpack water content is considered to be in a liquid state, when the surface

temperature Tsno is larger than -0.01 ◦C, where -0.01 is used instead to avoid numer-

ical instability of jumping at every time step between liquid and frozen snowpack

water. It is in a frozen state otherwise, i.e., no intermediate states are considered.

Consequently, the heat released from the melting (negative) or the freezing (positive)

of this water, Qfm [W m−2], is estimated as:

Qfm(t) = fsp
λf ρw Spwc(t− dt)

1000 dt
,

if Tsno(t) < −0.01 and Tsno(t− dt) ≥ −0.01 , (229)

Qfm(t) = fsp −
λf ρw Spwc(t− dt)

1000 dt
,

if Tsno(t) ≥ −0.01 and Tsno(t− dt) < −0.01 , (230)

where ρw = 1000 [kg m−3] is the density of water, λf = 333700 [J kg−1] is the latent

heat of melting-freezing, dt [s] is the time step and fsp = 5/SWE [−] with fsp ≤ 1 is

the fraction of snowpack water content involved in freezing/melting transformations,

assumed to be the total water for snowpack less than 5 [mm] and a smaller fraction

for thick snowpacks. This solution avoids creating huge and and unrealistic energy

fluxes when a large amount of water is present in a deep snowpack. Without any

phase change, the flux Qfm = 0.
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7.5 Snow depth and density

The density of snow is assumed to be constant with depth to avoid complex depth-

dependent parameterizations and be consistent with the single snowpack layer (Dou-

ville et al., 1995). The snow density, ρsno [kg m−3], evolves in time according to the

conceptual formulation first proposed by Verseghy (1991) (see also Douville et al.,

1995; Essery et al., 1999). The original procedure has been successively improved

by Belair et al. (2003). In this modified formulation, snow density increases due to

gravitational settling, following an exponential function of time and is updated when

fresh snow falls on the snowpack. The mechanism of compaction due to the weight

of new snow falling in the existing snowpack is neglected (Anderson and Crawford ,

1964) .

The snow density is calculated as:

ρ′sno = ρMsno −
[
ρMsno − ρsno(t− dt)

]
e

(
−τf

dt
τ1

)
, if ρsno(t− dt) < ρMsno , (231)

ρ′sno = ρsno(t− dt) , if ρsno(t− dt) ≥ ρMsno , (232)

where ρ′sno [kg m−3] is an intermediate value of snow density, ρMsno [kg m−3] is the

maximum snow density, τf = 0.24 [−], and τ1 = 86400 [s] are parameters proposed

by Verseghy (1991) (see also Section 4.2.6), and dt [s] is the time step. The maximum

density of snow ρMsno depends on snow depth and melting conditions (Belair et al.,

2003):

ρMsno =
1000

ρw

[
ρM1
sno −

20.47

Sdep

(
1− e−

Sdep
0.0673

)]
, if Sm1 > 0 , (233)

ρMsno =
1000

ρw

[
ρM2
sno −

20.47

Sdep

(
1− e−

Sdep
0.0673

)]
, if Sm1 = 0 , (234)

where ρw = 1000 [kg m−3] is the density of water, Sdep [m] is the snow depth, Sm1

[mm] is the snow melt from the snowpack and ρM1
sno, ρ

M2
sno [kg m

−3] are the maximum

density allowed for snow in melting and freezing conditions, respectively. Typical

values for these parameters are ρM1
sno = 500 − 600 and ρM2

sno = 300 − 450 (Dingman,

1994; Essery et al., 1999; Belair et al., 2003). Values of ρM1
sno = 580 and ρM2

sno = 300

are typically used in T&C. The intermediate value of snow density, ρ′sno, is used to

update the snow density. When a new snowfall occurs, snow density decreases due

to fresh snow. The updated value of ρsno becomes:

ρsno =
ρnewsno Pr,sno(t)dt+ ρ′snoSWE(t− dt)

Pr,sno(t)dt+ SWE(t− dt)
, (235)

where Pr,sno [mm h−1] is the snow precipitation, SWE [mm] is the snow water

equivalent in the snowpack, dt in [h], and the fresh snow density, ρnewsno [kg m−3], is

calculated as (Bras, 1990):

ρnewsno = 1000
[
0.05 +

(1.8Ta + 32

100

)2]
, (236)
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where Ta is in [◦C]. Note that without a new snowfall, ρsno is simply equal to ρ′sno.

The snow depth, Sdep [m], is calculated from the snow water equivalent and snow

density as:

Sdep = 0.001SWE(t)
ρw
ρsno

. (237)

Finally, presence of snow on the ground also changes the roughness of the surface

zom [m], (Section: 6.1.3). A new roughness length, zom, in the presence of snow is

re-evaluated as in Strack et al. (2004), weighting vegetation and snow roughness on

the basis of snowpack and plant heights:

zom = zom,veg max

[
0,

(
1−

Sdep
Hc

)]
+ zom,snomin

[
1,
Sdep
Hc

]
, (238)

where zom,veg [m] and zom,sno [m] are the roughness of vegetation and snow in a

open field (Section 6.1.3), Hc [m] is the vegetation height, and Sdep in [m]. The

relationship zoh = zow = 0.1zom continues to hold true.

8 Ice hydrology

8.1 Ice energy and mass balance

Ice cover (Cice = 1) is either caused by the presence of a glacier or because a water

surface freezes (Cice,w = 1). Note that Cice is a model variable and not a parameter,

therefore another land-cover (e.g., bare soil or rocks) must be specified underneath

the ice layer. Ice is considered as a unique storage of water equivalent IWE [mm]

with a single prognostic surface temperature Tice computed for each element covered

by ice. The energy and mass budget follows identical physical principles of the

snowpack energy and mass budget (Section 7.2). Ice melted water cumulates in a

ice water storage Ipwc, [mm] and can be released in form of water flux Wri [mm] at

the bottom of the ice layer.

The temperature variation of the ice in absence of melting is controlled by heat

transfer as:

dTsno =
1000 dQdt

ci ρwIbWE

, (239)

where dt [s] is the time step, dQ [W m−2] is the net energy flux input to the ice,

ci [J kg−1 K−1] is the specific heat of ice, ρw [kg m−3] is the density of water,

and IbWE [mm], is the water mass equivalent of ice before accounting for melting.

Note that in glaciers the water mass of ice in a given point could be several meters

(even hundreds of meters) and since we do not solve the ice profile temperature, we

need to consider only the upper part of the ice layer, which contributes to the surface

energy budget. Therefore, an upper limit to IbWE equal to 2000mm is imposed in the

model for convenience. This implies that only the upper 2 m of ice water equivalent

in a glacier contributes to energy exchanges, which is a realistic approximation
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considering that temperature fluctuations below this depth are minor. The difference

dTice = Tice(t)−Tice(t− dt) [◦C] is the change in the average temperature of the ice

layer (or approximately upper 2 m of ice, if IbWE > 2000).

During ice melting periods, the ice remains isothermal at the temperature of melt-

ing point, Tice = 0 [◦C]. Therefore, additional energy inputs cause some of the ice

to change phase from ice to water:

Im =
1000dQ

λfρw
, (240)

where λf = 333700 [J kg−1] is the latent heat of melting of ice at 0 [◦C], and

Im [mm] is the ice water equivalent converted to liquid water. During the melting

phase, liquid water is retained in the ice and can be released either because the

cracks in the ice pack are saturated or through fractures in the ice (e.g., moulins

and crevasses). In this case the melt-water flows out of the ice.

The net energy flux input to the ice, dQ [W m−2], is calculated by considering the

sources of incoming and outgoing heat in the energy balance equation:

dQ(Tice) = Rn(Tice) +Qv(Tice)−H(Tsno)− λE(Tice)−G(Tice) , (241)

where Rn [W m−2] is net radiation energy absorbed by the ice, Qv [W m−2] is

incoming heat with precipitation, G [W m−2] is ground heat flux from ice to the

soil or at the bottom of the 2 m ice if IbWE > 2000, H [W m−2] is the sensible heat

flux from ice, λE [W m−2] is the latent heat flux from ice. The heat released from

melting or freezing of liquid water held in the ice is not accounted for, since melted

water is considered to percolate deep enough to avoid re-freezing near the surface.

Ice mass IWE [mm] is updated conserving the mass balance:

IbWE(t) = IWE(t− dt) + IWE
N (t)− Ẽice(t)dt , (242)

IWE(t) = IbWE(t)− Im(t) , (243)

where IWE
N [mm] is the new ice mass formed at the time step dt [h], Ēice [mm h−1]

is evaporation-sublimation from the ice. The term Ẽice is from Eq. (92) and accounts

for evaporation-sublimation from ice:

Ẽice = Cice(1− (1− Cice,w)Cwat)Eice , (244)

where the symbols are defined in Section 5.4. Note that ice evaporation can occur

from a water surface if it is frozen (Cice,w = 1).

New ice INWE can be generated in two ways, (i) if there is old snow and snow density

is above a prescribed threshold ρice,th [kg m−3]; (ii) if a water surface freezes. In

the first case the new ice is subtracted from the snowpack water equivalent SWE .

A threshold ρice,th = 500 is typically assumed, which correspond to a snow to firn

transition (Cuffey and Paterson, 2010). Additionally, the conversion occurs with a

constant rate of 0.037 [mm h−1], which is derived from long-term observations of
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ice formation processes (Cuffey and Paterson, 2010):

IWE
N = min

[
SWE , 0.037dt

]
, if ρsno > ρice,th , (245)

IWE
N = 0 , if ρsno ≤ ρice,th . (246)

Alternatively, INWE can be generated when a lake freezes and it is subtracted from

the water storage WAT (Section 10). In this second case:

IWE
N = Cwat∆zice dt , if Sdep < 0.1 and Tice < 0 , (247)

IWE
N = Cwat

∆zice
5

dt , if Sdep ≥ 0.1 , (248)

where Sdep is in m and ∆zice [mm h−1] is a ice formation rate, with a typical value

∆zice = 0.54 (Yang et al., 2012). Note that ice formation process is assumed to be

five time slower when the frozen water is covered by a insolating layer of snow. Eq.

(247) is a coarse conceptualization of the ice formation process over a lake, which

computation would require the solution of the lake temperature profile (e.g., Subin

et al., 2012).

All of the quantities in Eq. (241) are functions of the surface temperature, Tice

that is an unknown and Tice also depends on the ice mass balance. Equivalently to

the computation of the snow energy budget in Section 7.2, an iterative numerical

solution has been developed to solve for Tice that satisfies the energy and mass

balances.

8.2 Ice water content and depth

A linear reservoir model is used to describe the dynamics of the water content in the

ice Ipwc [mm]. The linear reservoir approach generates outflow Wri proportionally

to Ipwc and when the maximum holding capacity IpMwc [mm] is exceeded. The

maximum holding capacity of the ice IpMwc = cR2IWE is a function of the ice water

equivalent IWE [mm], and of a specific holding capacity coefficient cR2 [−], which

is a model parameter, typically cR2 = 0.01, i.e., storage capacity in the ice pack is

expected to be 1% of the ice water equivalent.

The balance of the ice water content Ipwc is the sum of ice-melt and liquid pre-

cipitation minus the water released by the snowpack Wri [mm] that is the sum of

saturation excess of the ice pack and of a reservoir outflow:

Ipwc(t) = Ipwc(t− dt) + Im + Pr,liq(t)dt[1− Csno] ·(
1− (1− Cice,w)Cwat −

nc∑
i=1

CcrownCfol,Hv

)
−Wri , (249)

where the symbols have been previously defined (Section 5 and 9.1). The release of

water from ice can occur when the water content, Ipwc, exceeds Ip
M
wc, and through
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a linear reservoir outflow Iout [mmh−1] of the liquid water in the ice:

Wrs = (Spwc − SpMwc) + Ioutdt , (250)

Iout =
Ipwc

Kice
, (251)

where Kice = IWE/1000 [h] is the reservoir constant assumed to be proportional to

the ice storage. An average percolation velocity of 1 mh−1 is used as temporal scale

to transfer water vertically through the entire ice column. The ice melted water,Wri,

flows out of snowpack and can eventually infiltrate or run off in the underlying soil

or rock, which must be parameterized, since glaciers are not a prescribed land-cover

but they occur above another land-cover when IWE > 0 and therefore Cice = 1.

The density of ice is assumed to be constant with depth and equal to ρice =

916.2 [kg m−3]. Therefore, the ice depth, Idep [m], is calculated from the ice water

equivalent as:

Idep = 0.001 IWE(t)
ρw
ρice

. (252)

9 Interception and water influx to the soil

The interception of rainfall by vegetation canopies has long been considered as

a significant hydrological process (Horton, 1919). This process modifies the water

balance at the surface, since water retained on leaves evaporates back into the atmo-

sphere in the form of latent heat (Mahfouf and Jacquemin, 1989). Interception can

be an important fraction of precipitation in temperate humid climates with frequent

drizzles (Link et al., 2004; Savenije, 2004; Gerrits et al., 2007).

Interception can be partitioned into canopy, and forest floor interception storages

(even though traditionally, the term refers only to the former type). Canopy in-

terception considers water retained by leaves and stems; forest floor interception

considers water trapped by litter and dead vegetation biomass.

Both types of interception are calculated in T&C. Additionally, since up to two

vertical layers of vegetation are considered, canopy interception is simulated for both

high-vegetation and low-vegetation.

9.1 Throughfall

Precipitation can be either intercepted by canopy or it can fall on the ground as

throughfall flux and stem flow. In order to distinguish between intercepted pre-

cipitation and free fall, a fractional vegetation cover is introduced. The fractional

vegetation cover Cfol [m
2 obstracted area m−2 V EGarea], represents the fraction

[0−1] of the area occupied by leaves, dead-leaves and stems projected on the ground

in the vertical direction and is different from Ccrown or LAI. The fractional cover of

litter Clitter [m
2 litter area m−2 V EGarea] is a variable [0−1], which indicates how

much area is actually covered by litter and it is different from the litter area index

Llitter = SlitterBlitter [m2litter m−2ground]. The terms Cfol and Clitter are com-
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puted for each Ccrown and are used for the evaluation of canopy and litter intercep-

tion. Clitter is different from zero only when the biogeochemistry module is activated.

The variable Cfol is a function of plant area index, PAI = LAI + SAI + LAIdead

[m2 plant area m−2 V EGarea]. Following Mahfouf and Jacquemin (1989), we use

the following empirical relationships:

Cfol = 1− e−κ(PAI) , (253)

Clitter = 1− e−κ(Llitter) , (254)

with κ = 0.75 [−] as suggested by Ramı́rez and Senarath (2000).

Once Cfol is defined, the fraction of rain that falls through canopy gaps is Pr(1−
Cfol) [mm h−1], and the intercepted fraction is Pr Cfol [mm h−1]. According to

Figure 27, rainfall reaching vegetated surface in the high and low-vegetation layers,

respectively, are Pr,Hv and Pr,Lv [mm h−1]:

Pr,Hv = CcrownPr,liq(1− dw,sno) , (255)

Pr,Lv = [1− Csno][1− Cice][(1− Cfol,Hv)Pr,Hv +DrHv ] , (256)

where the respective intercepted fluxes can be calculated by multiplying Pr,Hv and

Pr,Lv by Cfol,Hv and Cfol,Lv , respectively, (see Figure 27). Later in the text, the

terms Pr,Hv and Pr,Lv are generally indicated as Pr,fol (i.e., without specifying the

layer). The quantity DrHv [mm h−1] is the total drainage from high-vegetation layer

(Section 9.3).

Figure 27: An illustration of rainfall interception with two vegetation layers, high and
low-vegetation, in the absence of snow. The terms Pr,Hv and Pr,Lv represent precipitation
reaching the two layers. All of the other terms are defined in the text.

It must be added that since nc different Crown Areas can be simultaneously present

within a computational element, the calculation of interception is made indepen-

dently for each Crown Area.
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9.2 Canopy storage capacity

The maximum possible water interception in a leaf layer, called also canopy storage

capacity, InM [mm] is calculated with the approach proposed by Dickinson et al.

(1993):

InM = Sp,In(LAI + SAI + LAIdead) , (257)

where Sp,In [mm m2 V EG area m−2 plant area] is the specific water retained by a

vegetated surface function of the specific vegetation type. The assumption made in

Eq. (257) is that a plant cannot retain more than InM of liquid water. This relation

is perhaps oversimplified because other factors such as wind speed can influence

the interception (Mahfouf and Jacquemin, 1989). Nevertheless, Eq. (257) has been

widely applied in land surface and hydrological models (Noilhan and Mafhouf , 1996;

Oleson et al., 2004; Ivanov et al., 2008b). Typical values of Sp,In between 0.1-0.4

[mm] with a reference value of 0.2 [mm] have been proposed in the literature (Rutter

et al., 1975; Mahfouf and Jacquemin, 1989).

9.3 Model of interception

Canopy interception, In [mm], in each Crown Area, Ccrown, and separately for

two vegetation layers is estimated using the Rutter model (Rutter et al., 1971, 1975;

Mahfouf and Jacquemin, 1989; Eltahir and Bras, 1993; Ivanov et al., 2008b). The

equation describing interception storage dynamics is:

dIn

dt
= Pr,fol −Dr − EIn . (258)

Equation (258) is a non-linear ordinary differential equation that cannot be solved

analytically. In order to avoid the efforts of the numerical integration, a finite

difference approximation of Eq. (258) is used, where the numerical updates due

to precipitation and evaporation are considered first and successively the drainage

term is added:

Int(t) = In(t− dt) + Pr,fol(t)dt− EIn(t)dt , (259)

In(t) = Int(t)−Dr(t)dt , (260)

where dt [h] is the time step, In and Int [mm] are the intercepted water, and a

temporary value of intercepted water, respectively. The flux EIn [mm h−1] is the

evaporation rate from wetted fraction of canopy estimated using equations (100)-

(102). When EIn is negative, it is considered as dew on the foliage. The quantity

Pr,fol [mm h−1] is the rainfall rate falling in the vegetation. Pr,fol is a function of

the vegetation layer, i.e., Pr,fol = Pr,Hv or Pr,fol = Pr,Lv (Section 9.1). The flux

Dr [mm h−1] is the canopy drainage, sum of the dripping from the canopy Drd

[mm h−1] and of the drainage from saturation excess Drs [mm h−1]. Dripping from
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canopy Drd is calculated as in the Rutter model:

Drd = Kce
gc(Int−InM ) , (261)

where Kc [mm h−1] and gc [mm
−1] are the drainage rate coefficient and exponential

decay parameter, and InM [mm] is the is the maximum interception capacity (Sec-

tion 9.2). Since the drainage rate coefficient and the exponential decay parameter

have a limited range of variability, prescribed values, i.e. Kc = 0.06 [mm h−1] and

gc = 3.7 [mm−1] are used (Rutter et al., 1971; Mahfouf and Jacquemin, 1989). Note

that the intercepted water In [mm], must be always inferior to the maximum inter-

ception capacity InM . Consequently, when this value is exceeded a storage excess

drainage, Drs [mm h−1], is computed:

Drs =
(Int − InM )

dt
(In > InM ) , (262)

with dt [h] time step.

9.4 Influx of water to soil

The influx of water qins [mm h−1] at the soil surface can be a sum of several

components: direct rainfall in non-vegetated areas, throughfall below two vegetation

layers, water released from snowpack, drainage of intercepted water, and dew. An

external flux, the runon qrunon [mm h−1] is another possible contribution to the flux

qins. Furthermore, qins can be partitioned in the influx of water to soil in vegetated

areas qins,veg and in bare-soil areas qins,bs, with qins = qins,veg + qins,bs. It follows

that:

qins,veg = [1− Csno][1− Cice]

nc∑
i=1

[(
Pr,liqCcrown,i(1− Cfol,Hv ,i) +DrHv ,i

)(
1− Cfol,Lv ,i

)
+DrLv ,i

]
+

nc∑
i=1

Ccrown,i

(Wrs

dt
(1− Cice) +

Wri

dt

)
[1− Crock − Cwat] +

nc∑
i=1

(DrHv ,i +DrLv ,i)max[Csno, Cice] +

nc∑
i=1

Ccrown,i qrunon dt[1− Crock − Cwat] . (263)

qins,bs = Pr,liqCbare[1− Csno][1− Cice] +(
1−

nc∑
i=1

Ccrown,i

)(Wrs

dt
(1− Cice) +

Wri

dt

)
[1− Crock − Cwat] +

(
1−

nc∑
i=1

Ccrown,i

)
qrunon dt[1− Crock − Cwat] . (264)

If there is still liquid canopy drainage Dr in the presence of snow or ice, this is con-

tributing directly to the influx of water to the soil (qins,veg) as a necessary condition

to conserve mass. Runon for a given element is estimated as the sum of surface

runoff produced in neighboring elements that contribute their flow to a considered

element following the imposed drainage pattern and is considered to be distributed
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in vegetated and non-vegetated areas proportionally to their sizes.

9.5 Litter interception

The litter intercepted water InLitter [mm] is replenished by the influx of water in

the vegetated patches, which falls in the fractional area occupied by litter at the

element scale Clitter =
(
1 −

∑nc
i=1Ccrown,iClitter

)
and depleted by the evaporation

from litter ELitter:

InLitter(t) = InLitter(t− dt) + Clitterqins,veg(t)− ELitter(t)dt . (265)

Intercepted water on the litter has an upper limit, which is the maximum litter

interception capacity InMLitter [mm] and is calculated as the difference between the

maximum and minimum litter storage Lsto,cap,max and Lsto,cap,min.:

InMLitter =

nc∑
i=1

Ccrown,i (Lsto,cap,max − Lsto,cap,min) . (266)

The maximum and minimum storage capacity of litter are related to the litter

biomass Blitter (Putuhena and Cordery , 1996; Sato et al., 2004): Lsto,cap,max =

0.8Blitter and Lsto,cap,min = 0.1Blitter. Note that the litter intercepted water, InLitter

must be always inferior to the maximum interception capacity InMLitter. Conse-

quently, when this value is exceeded a litter storage excess drainage, SELitter [mm h−1],

is computed. Therefore in presence of litter the qins becomes:

qins = SELitter + (1− Clitter)qins,veg + qins,bs , (267)

When the biogeochemistry module is deactivated Blitter = 0, Clitter = 0, and there

is not litter interception InLitter = 0.

9.6 Water logging and ponding

Even in absence of an explicit water surface (i.e., Cwat = 0), there could be a stor-

age of water at the land-surface in ponds, puddles, surface micro-depressions (Kam-

phorst et al., 2000), or simply because surface runoff is generated during an intense

storm. The presence of runon at the previous time step qrunon(t− dt) identifies this

type of situations and modifies the evaporation fluxes. In fact, if qrunon(t− dt) > 0

at the ground, then priority is given to evaporation from this ponding water and

the term Ewat is computed even if Cwat = 0. Concurrently, the evaporation fluxes

ELitter, Ebare, and Eg are suppressed until there is water above the surface.

The presence of ponding water also changes the roughness of the surface zom [m].

A new roughness length zom in the presence of ponding water is re-evaluated as

done for snow (Section 7.5), weighting vegetation and water roughness on the basis

of water and plant heights:

zom = zom,veg max

[
0,

(
1−

ydep
Hc

)]
+ zom,watmin

[
1,
ydep
Hc

]
, (268)
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where zom,veg [m] and zom,wat [m] are the roughness of vegetation and water (Section

6.1.3), Hc [m] is the vegetation height, and ydep is the ponding water in [m]. The

relationship zoh = zow = 0.1zom continues to hold true.

10 Rocks and Water

In case of exposed rocks (Crock > 0) a film of water can be intercepted by rock

surfaces Inrock [mm]. Incoming water is supplied by precipitation, water released

by the snowpack Wrs or ice Wri and runon, qrunon and depleted by the evaporation

from rocks Erock and leakage Lk,rock [mm h−1] if the rock is fractured:

Inrock(t) = Inrock(t− dt) + Crock[1− Csno][1− Cice]Pr,liqdt+(
Wrs

dt
(1− Cice) +

Wri

dt

)
[Crock] + qrunondt[Crock]− Erockdt− Lk,rockdt .

(269)

The interception capacity of rocks, InMrock is a model parameter, with typical values

of InMrock = 0.05− 0.2 mm. When this value is exceeded, standing water is consider

to run off from rocks as SErock [mm h−1]. The leakage from rocks Lk,rock is simply

computed as the minimum between the intercepted water in rocks Inrock/dt and

the hydraulic conductivity of rocks Krock a constant model parameter, which value

is basically zero for compacted rocks and can be different from zero for fractured

rocks. A free drainage condition can be also given, in that case Inrock is completely

infiltrated in the fractured rock and no water remains on the rock surface.

The rock leakage Lk,rock supplies the fractured rock water storage Frock [mm]. This

volume is used for distributed T&C applications to supply water in specified catch-

ment location through Qsub and represents a conceptualization of water sources from

deep fractured rocks (Section 14). At the plot scale, Frock continuously increases

because there is not a sink in Eq. (270). The volume Frock is computed also in

absence of exposed rocks (i.e., when Crock = 0) and collects the deep leakage from

soil Lkb (Section 14) and from the bottom of water surfaces (e.g., lakes) Lk,water:

Frock(t) = Frock(t− dt) + (Lk,rock + Lkb + Lk,water −Qsub)dt , (270)

where Lk,water [mm h−1] is computed equally to Lk,rock but only when the land-cover

is a water-surface Cwat > 0.

In case of exposed water surfaces (Cwat > 0), for instance over a lake column, the

mass budget of this water WAT [mm] is explicitly computed:

WAT (t) = WAT (t− dt)− Ewatdt+

(
Wrs

dt
(1− Cice) +

Wri

dt

)
[Cwat] +

([Pr,liq + Pr,sno]dt[1− Csno,w][1− Cice,w]) [Cwat] + qrunondt[Cwat]− Lk,water .

(271)

Open water surface can freeze in the model. Once water is frozen, this is identified
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by the variable Cice,w = 1. For lakes to freeze the condition Twat < 0 [◦C] is

necessary but not sufficient, in fact, surface freezing depends not only on the skin

surface but also on the temperature profile and wind speed conditions. To simplify

these complex processes, T&C conceptualize ice formation whenever Twat < Twat,fz,

where Twat,fz [◦C] is a prescribed threshold for water freezing, typically in the order

of 0/-10 [◦C]. Once the water is frozen, snow can accumulate over the ice layer, in this

case Csno,w = 1. Note that such a conceptualization may be regarded appropriate

for small lakes but it can completely fail for large water bodies.

11 Rainfall induced erosion

The evaluation of rainfall induced erosion can be useful in specific model applica-

tions since the material displaced by splash erosion is one of the components that

contributes to the sediment transport. A module of T&C is dedicated to the eval-

uation of the erosion rate, Er [mm h−1] or in mass units [kg h−1 m−2]. At the

element scale only erosion due to rainfall detachment is considered. Other possible

erosion mechanisms, such as sheetflow, gully, and river erosion are mostly meaning-

ful at larger scales (e.g., Francipane et al., 2012) and are not implemented yet in the

model.

Rainfall detachment is related to the kinetic energy of rainfall. A distinct effect

of leaf drainage, and direct throughfall is considered to estimate soil detachment

by raindrop impact. This permits to explicitly account for the effects of different

vegetation characteristics such as height Hc [m] and fractional vegetation cover Cfol

[−]. It further meets the purpose of including the multiple feedbacks of vegetation

at the Earth surface within the model. The free throughfall Pr,TR [mm h−1] and

the drainage from plant Pr,LD [mm h−1] that reach the ground are:

Pr,TR = [1− Csno]

nc∑
i=1

[
[1− Clitter,i]Pr,liqCcrown,i(1− Cfol,Hv ,i)(1− Cfol,Lv ,i)

]
+

Pr,liqCbare(1− Csno) , (272)

Pr,LD,Hv ,i = [1− Csno][1− Clitter,i]
[
DrHv ,i(1− Cfol,Lv ,i)

]
, (273)

Pr,LD,Lv ,i = [1− Csno][1− Clitter,i]
[
DrLv ,i

]
, (274)

where Pr,LD is subdivided between low and high vegetation layers. It is further as-

sumed that the water released by the snowpack and icepack, given their natural slow

dynamics do not induce erosion, even though this is probably a coarse approxima-

tion. The specific kinetic energy of rainfall reaching the ground as direct throughfall,

KE,TR [J m−2 mm−1], is assumed to be the same as that of the natural rainfall.

This term depends on rainfall intensity and raindrop size. Following Brandt (1990)

which assumes a raindrop size distribution as described by Marshall and Palmer

(1948), KE,TR can be evaluated as:

KE,TR = 8.95 + 8.44 log10(Pr,TR) . (275)
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The specific kinetic energy of the leaf and stem drainage, KE,LD [J m−2 mm−1],

is estimated using the equation developed experimentally by Brandt (1990):

KE,LD = 15.8
√
Hc − 5.87 , (276)

where Hc [m] is the effective plant canopy height. Such a simple relationship is

considered valid because, for a wide range of plants, the drop-size distribution of

leaf drainage has been found invariant (Brandt , 1989). This statement is further

reinforced by recent studies where it has been observed that plant architecture does

not play an important role in soil detachment due to dripping (Foot and Morgan,

2005). This means that the variations in the energy of leaf drainage are solely a

function of the impact velocity of the raindrops, which depends on the height of

fall. The kinetic energy of leaf drainage is set to zero when the canopy height is

less than Hc < 0.14 [m] in order to avoid negative values, as suggested by Morgan

et al. (1998). The total flux of kinetic energy KE [J m−2 h−1] of rainfall can be

calculated multiplying the specific energies obtained from Eq. (275) and (276) by

the respective intensities. These “rainfall” intensities are the direct throughfall and

the leaf drainage from low and high vegetation layers:

KE = KE,TRPr,TR +

nc∑
i=1

KE,LD,Hv ,iPr,LD,Hv ,i+ ,

nc∑
i=1

KE,LD,Lv ,iPr,LD,Lv ,i . (277)

The same formulation of kinetic energy (Eq. 278) is used in the LISEM (DeRoo

et al., 1996) and EUROSEM (Morgan et al., 1998) models. The total erosion rate,

Er [kg h−1 m−2], due to raindrop detachment in a basic computational element is:

Er = KEKero

[
Pr,TR +

nc∑
i=1

Pr,LD,Hv ,i +

nc∑
i=1

Pr,LD,Lv ,i

]
, (278)

where Kero [kg h J−1 mm−1] is an erodibility factor (Section 12.5) that needs

to be multiplied again for the total rainfall intensity. The erosion rate, Er, can

be expressed in height of lost soil [mm h−1] dividing per the bulk density of soil,

ρd = ρss(1 − θsat) [kg m
−3]: Er = Er 1000/ρd; where θsat is the soil water content

at saturation, and ρss = 2650 [kg m−3] is the solid soil density (Section 12.5). Note

that the erodibility factor, Kero, is scaled with the intensity of the rainfall. Since this

intensity is already accounted for in the estimation ofKE it would be probably better

in successive version of T&C to consider a detachability coefficient, Kdet [g J
−1 ],

valid for every rainfall intensity as proposed in other studies (Morgan, 2001; Gumiere

et al., 2009). Corrections due to the presence of a possible thin sheet of water on

the surface that reduces the erosive power of the drops are neglected (Torri et al.,

1987; Wicks and Bathurst , 1996; Morgan et al., 1998). The uncertainties in the

determination of a water depth correction factor are indeed quite large (Parsons

et al., 2004).

91



12 Vadose zone dynamics

The profile of soil moisture θ(z), where z is the depth, directly influences energy

and mass exchanges at the land surface through processes such as ground evapo-

ration, infiltration, runoff generation, lateral subsurface flow, aquifer recharge, and

vegetation water uptake.

The influx of water, qins [mm h−1] at the soil surface is the sum of several compo-

nents as described in Section 9.4. Depending on the magnitude of qins, the intensity

of incoming flux and antecedent soil moisture conditions, the flux may either infil-

trate or be excluded, partially or entirely, as surface runoff (Panday and Huyakorn,

2004; Brutsaert , 2005; Kollet and Maxwell , 2006; Maxwell and Kollet , 2008).

12.1 Formulation

The 1-D Richards equation (Hillel , 1998) is solved in T&C, which assumes locally

homogeneous, uniform soil characteristics, and describes the flow of liquid water in

variably saturated soils under gravity and capillary forces in isothermal conditions.

The basic equation, using the one-dimensional approximation written for the vertical

direction, was derived by Richards (1931) by combining the Darcy’s law with the

continuity equation, as:

∂θ

∂t
=

∂

∂z

[
Kv(θ)

∂ΨS(θ)

∂z
+Kv(θ)

]
− S , (279)

where θ [−] is the soil moisture content, Kv(θ) [mm h−1] is the hydraulic conduc-

tivity in the vertical direction, ΨS(θ) [mm] is the soil water potential, S [h−1] is the

sink term accounting for transpiration, evaporation and lateral transfer fluxes, and

t [h] is time.

The Richards equation is a highly nonlinear partial differential equation and its

numerical solution is time consuming even in the one-dimensional formulation (Celia

et al., 1990; vanDam and Feddes, 2000; Ross, 2003; Varado et al., 2006; Miller et al.,

2006). The 1-D Richards equation is solved in T&C using a finite volume approach

with the method of lines (Lee et al., 2004), which discretizes the spatial domain and

allows reducing the partial differential equation to a system of ordinary differential

equations in time. In order to evaluate soil moisture content θi [m
3 m−3], the soil

column is subdivided in i = 1, ..., ns finite volumes, i.e., the layers (Figure 28). Each

layer i is characterized by the depth from the surface to a layer upper boundary, Zs,i

[mm], the layer thickness, dz,i [mm], and a distance between the layer center and

the preceding layer center, Dz,i [mm]. The depth Zns+1 [mm] is the maximum soil

depth simulated in the model and can be often assumed to encompass the regolith

up to the bedrock boundary. The resulting ordinary differential equations are of the
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following general form:

dz,i
dθi
dt

= qi−1 − qi −

 nc∑
j=1

THv ,j rHv ,i,j

−

 nc∑
j=1

TLv ,j rLv ,i,j


−

 nc∑
j=1

Eg,j

− Ebare +Ql,in,i −Ql,out,i . (280)

where qi [mm h−1] is the vertical outflow from a layer i, the terms in parentheses

quantify moisture sinks in vegetation patches, and nc is the number of different

crown areas in a given element. The sinks at the soil surface and in the root zone

are due to evapotranspiration process. They can be subdivided into the following

components: evaporation from bare soil Ebare [mm h−1], evaporation from the soil

under the canopy Eg [mm h−1], and transpiration from high- and low-vegetation

layers THv , and TLv [mm h−1]. The fluxes Eg and Ebare are assumed to have access

to moisture only in the first (i = 1) soil layer.

The treatment of the fraction of the root biomass contained in a given soil layer,

ri [−] is described in Section 12.2. The lateral outflows Ql,out,i [mm h−1], are

calculated according to the soil moisture content and the kinematic approximation

of lateral head gradient (Section 14). The incoming lateral subsurface fluxes Ql,in,i

[mm h−1] are the sum of subsurface water fluxes originating in neighboring elements

and flowing toward the cell of interest.

In Eq. (279), the vertical outflow from a layer i is:

qi = Kv, i

(
1 +

ΨS,i −ΨS,i+1

Dzi+1

)
, (281)

where Kv, i [mm h−1] is the unsaturated hydraulic conductivity arithmetically av-

eraged between the layers i and i + 1, and ΨS,i [mm] is the soil water potential of

layer i. In heterogenous soil conditions, the value of the soil hydraulic properties, at

a given depth zi, are also a function of the layer depth.

Note that the number of computed fluxes qi is ns−1 because the inflow to the first

soil layer is calculated as infiltration, If [mm h−1], and the vertical outflow from the

deepest soil layer is considered as leakage to the underlying bedrock, Lkb (Section

14). Consequently, in the last equation of the system described in Eq. (280), the

term qns is replaced with Lkb [mm h−1]. There may be cases where the last layer ns

(for example when an impermeable bottom is specified) or some intermediate layer

become saturated. In these conditions the water in excess is considered to saturate

progressively the “unsaturated” zone starting from the interested layer toward the

surface. This mechanism leads to the formation of a shallow water table depth, Zwt

[mm] and of a saturated zone within the soil column (Section 12.4).

The adopted numerical method operates on a mesh that is supposed to resolve

the vertical variability of soil moisture. Since the numerical discretization permits a

variable resolution, the soil profile is resolved with a higher detail near the surface,

which allows one to account for the high-frequency variability in the atmospheric
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Figure 28: A graphical scheme illustrating a soil column representation and the principal
variables used in the computation of subsurface water dynamics. The subscript i identifies
a soil layer. The term ΨS,i [mm] is the soil water potential in the center of the layer, Kv,i

[mm h−1] is the saturated conductivity at the center of layer, Lkb [mm h−1] is the bottom
leakage flow, θi [−] is the soil water content, qi [mm h−1] is the vertical outflow from
layer i, Zs,i [mm] is the depth from the surface to the layer upper boundary, dz,i [mm] is
the layer thickness, and Dz,i [mm] is a positive distance between the layer center and the
preceding layer center. Note that the first value of Zs is always zero, corresponding to
the surface. Typically, between 8 and 30 layers are used with a coarser mesh resolution
at greater depths for computational efficiency.
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forcing. The mesh has a coarser resolution at greater depths for computational

efficiency. Typical mesh resolutions adopted in the model permit 10-30 layers with

layer depths varying from 10 to 500 [mm].

The solution of the system of ordinary differential equations (280) is carried out

numerically with a modified Rosenbrock formula of order 2 that can solve stiff nu-

merical problems (Shampine and Reichelt , 1997). Since all of the evaporation and

transpiration fluxes depend on soil water content, the solution of the system (280)

requires the solution of energy balance at each internal time step. In order to re-

duce the computational burden, the transpiration and evaporation fluxes of equation

(280) are determined with the soil water content calculated at the preceding time

step. Similarly, the lateral incoming fluxes Ql,in,i represent outflows from neighbor-

ing elements at the preceding time step.

12.2 Soil water sinks

Since the soil column is resolved with layers covering multiple depths, the root

biomass profile can be explicitly represented in the numerical scheme. The fractions

of root biomass at different depths are identified as ri [−], with i = 1 . . . ns. The

terms ri can be calculated from the soil layer discretization (e.g., the depth of the

layer upper boundary Zs,i [mm]) and the root profile distribution. Specifically, four

options are available in T&C to define the root profile distribution (Figure 29):

(i) an exponential root profile (Arora and Boer , 2005; Ivanov et al., 2008a) that

requires only the knowledge of the rooting depth that contains 95% of fine root

biomass, ZR,95 [mm]; (ii) a profile following a linear dose response model (Schenk

and Jackson, 2002; Collins and Bras, 2007) that requires knowledge of ZR,95 and

the rooting depth that contains 50% of fine root biomass ZR,50 [mm]; (iii) a constant

root profile, which requires knowledge of ZR,95; (iv) a linear dose response profile

with tap roots, which beyond ZR,95 and ZR,50 requires also the knowledge of the

maximum rooting depth ZR,max [mm]. The terms ri for the exponential root profile

are computed as:

ri = e−η (Zs,i) − e−η (Zs,i+1) , if ZR,95 > Zs,i+1 , (282)

ri = e−η (Zs,i) − e−η ZR,95 , if Zs,i ≤ ZR,95 ≤ Zs,i+1 , (283)

ri = 0 , if ZR,95 < Zs,i , (284)

where the decay rate of root biomass, η = 3/ZR,95 [mm−1], is a model parameter

for each Ccrown (Section 2.2).

The terms ri for the linear dose response profile are:

ri =
1

1 +
(
Zs,i+1

ZR,50

)cR − 1

1 +
(

Zs,i

ZR,50

)cR , if ZR,95 > Zs,i+1 , (285)

ri =
1

1 +
(
ZR,95

ZR,50

)cR − 1

1 +
(

Zs,i

ZR,50

)cR , if Zs,i ≤ ZR,95 ≤ Zs,i+1 , (286)

ri = 0 , if ZR,95 < Zs,i , (287)
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where cR = 2.94/ log(ZR,50/ZR,95) [−]. Finally for a constant root profile the terms

ri are:

ri =
Zs,i+1 − Zs,i

ZR,95
, if ZR,95 > Zs,i+1 , (288)

ri =
ZR,95 − Zs,i

ZR,95
, if Zs,i ≤ ZR,95 ≤ Zs,i+1 , (289)

ri = 0 , if ZR,95 < Zs,i . (290)

In order to preserve the water mass budget the fractions of the root biomass, ri, are

corrected to obtain a sum exactly equal to 1 (i.e., it should be
∑ns

i ri = 1), rather

than 0.95 as would imply from the exponential and linear dose response root profiles

(Figure 29). The fractions ri for the linear dose response profile with tap roots can

be computed as for the linear dose response profile imposing that the remaining 5%

of roots is distributed with a constant profile between ZR,95 and ZR,max, rather than

correcting ri to sum to 1.

Note that the rooting depth that contains 95% of fine roots, ZR95 [mm] or ZR,max

(if the fourth option is chosen) should be always shallower than Zs,ns+1. This is a

necessary assumption given that the soil profile below Zs,ns+1 is not solved. The

fractions of root biomass, ri, are used as numerical representations of plant water

uptake. Since we selected to use fractions proportional to the fine root biomass, we

assume a static distribution of uptake. It has been argued that plants have the ca-

pability to compensate for water stress and uptake water from wetter layers (Guswa

et al., 2002; Teuling et al., 2006; Javaux et al., 2008). Since numerous uncertainties

still remain regarding this behavior, dynamic adaptations of root fractions are not

accounted for in T&C. However, there is a modification to the static strategy related

to the possible lack of moisture in one or more soil layers. In this case, the transpi-

ration rate is reduced, due to smaller uptake of water from drier layers; therefore, in

these conditions the partition of transpiration in the root zone does not follow the

imposed fine root distribution.

12.3 Infiltration flux and infiltration excess runoff

The infiltration term in T&C is computed by using a technique that first imposes

a “hypothetical” Dirichlet boundary condition at the soil surface, under which the

surface soil water potential is equal to zero. This is done in order to estimate the

upper limit for infiltration flux, i.e., the infiltration capacity, ICf [mm h−1]. When

the total water influx qins is less than I
C
f the situation corresponds to the Neumann-

type flux boundary condition and qins enters the soil. Once ponding occurs (under

which condition qins is higher than ICf ), the condition corresponds to a Dirichlet-

type boundary condition, with the soil water potential assigned to be equal to the

hydrostatic head induced by the ponding at the soil surface.

Surface sealing and soil crust mechanisms can be accounted for in T&C and their
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Figure 29: (a) Cumulative distribution function and (b) probability density function for
three different root profiles: exponential (red lines), linear-dose (green lines) and constant
(magenta lines). Values of ZR,95 = 900 mm ZR,50 = 200 mm have been used.

conceptualization is described in Section 12.6. Soil sealing decreases the infiltration

rate, reduces the available water to the plants in the root zone, diminishes the nat-

ural recharge of aquifers, and increases runoff and soil erosion (Assouline, 2004).

Therefore, considering soil sealing effects can be of paramount importance in eco-

hydrological modeling, especially when arid and semiarid environments with large

portions of bare soil are investigated. Although it has also been shown that vegeta-

tion density and distance from vegetation can be important factors in determining

the soil infiltration capacity (Bhark and Small , 2003; Madsen et al., 2008; Bedford

and Small , 2008), the corresponding mechanisms are neglected, except in specific

applications (Paschalis et al., 2016).

Infiltration excess runoff, also called the Hortonian runoff is calculated as the

difference between the water influx to soil, qins, and the actual infiltration rate If

[mm h−1], RH [mm h−1].

RH = qins − If . (291)

The actual infiltration rate is the minimum between infiltration capacity, ICf
[mm h−1], and qins: If = min (qins, I

C
f ) [mm h−1], where “min” is the minimum op-

erator. In case of exposed rocks (Crock > 0) the run off SErock [mm h−1] produced

by incoming water exceeding the maximum interception capacity is also considered

as infiltration excess runoff and its contribution is added to RH .

12.4 Saturation excess runoff

A soil layer i of the soil column becomes saturated, once it reaches the soil sat-

uration content θsat [−]. If this occurs when inflow to the layer i is larger than

the outflow, a saturated zone within the soil column is formed with the water table

depth located at Zwt [mm], where Zwt represents the depth of the upper side of the
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shallowest saturated layer. In this case there is a surplus of water that the layer i is

unable to store. As anticipated in Section 12.1, the model assumption is that the ex-

ceeding water, WTR [mm h−1], is transferred to the upper layer i−1. Consequently,

the formation of a saturated zone in deeper soil layers starts to progressively saturate

the soil toward the surface. When the upward flux, WTR [mm h−1], exfiltrates from

the surface through the top layer, this component becomes surface runoff, namely,

saturation excess runoff RD [mm h−1]. Numerically the fluxes WTR,i are estimated

at each time step after solving equation (280), and checking progressively from the

bottom if the layer are over-saturated (Section 12.1).

12.5 Soil hydraulic properties

Soil texture and hydraulic properties are very important components of the coupled

dynamics between climate, soil, and vegetation. Suitable relationships to link soil

textural properties to hydraulic characteristics are thus required (Saxton et al., 1986;

Mayr and Jarvis, 1999; Schaap and van Genuchten, 2006) to define the hydraulic

conductivity curve relating unsaturated hydraulic conductivity K [mm h−1] with

soil moisture content, θ [−] or [mm3 mm−3] and the soil water retention curve

relating the soil water potential Ψs [MPa] to θ [−]. Different parameterizations

have been proposed in literature for the hydraulic conductivity function K(θ) and

soil water retention curve Ψs = f(θ) (e.g., Brooks and Corey , 1964; Campbell , 1974;

Clapp and Hornberger , 1978; van Genuchten, 1980; Assouline and Or , 2013).

T&C is flexible and can use either the van Genuchten (1980) or the Saxton and

Rawls (2006) parameterizations of soil-water-relationships. The parameters required

in the calculation of the characteristics soil hydraulic curves are the saturated wa-

ter content θsat [−], the residual or hygroscopic moisture content θr, the saturated

hydraulic conductivity Ksat [mm h−1], and parameters characterizing the intercept

and shape of the soil water retention curve as the air-entry bubbling pressure Ψe

[MPa] and the pore-size distribution index λ◦ [−]. Additionally, the moisture con-

tent at field capacity θfc, i.e., the water content at which the gravitational drainage

becomes negligible can be also required by specific modules (e.g., Section 21.5).

The value of the parameters θr and θfc can be obtained from the soil water re-

tention curve imposing a water potential equal to -10 [MPa] for the residual water

content, i.e., θr = θ(Ψ = −10 [MPa]), and an unsaturated conductivity of 0.2

[mm h−1] for the field capacity, i.e., θfc = θ(K = 0.2 [mm h−1]) (Laio et al., 2001).

Generally, the characterization of these parameters is uncertain, and other threshold

values can be chosen. The other parameters must be evaluated using pedotransfer

functions that provides soil hydraulic parameters as a function of textural compo-

sition of the soil. Typically, the fractions of sand, Fsan [−], and clay Fcla [−], and

the percentage of organic material, Porg [−], are required to compute the soil hy-

draulic parameters. In T&C the pedotransfer functions published by Saxton and

Rawls (2006) as an update of the Saxton et al. (1986) database are internally im-

plemented and can be used to compute soil hydraulic parameters. Alternatively, if

the van Genuchten (1980) parameterization is used, soil hydraulic parameters have
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to be provided as inputs. The soil column can have a variable texture composition

with depth and therefore variable hydraulic properties. For instance, an exponential

decline with depth of the unsaturated hydraulic conductivity, can be assumed in

the model (Beven, 1982; Sivapalan et al., 1987; Wigmosta et al., 1994). The im-

plemented pedotransfer equations are described in page 1571 of Saxton and Rawls

(2006).

Hydraulic conductivity, K, can be different in the horizontal and vertical direction

because of heterogeneities in the soil, such a difference is accounted for with an

anisotropy factor ar [−] (Garrote and Bras, 1995; Assouline and Or , 2006), defined

as the ratio between the hydraulic conductivity in the directions parallel to the slope

Kh and the hydraulic conductivity normal to the slope Kv:

ar =
Kh

Kv
. (292)

Typically ar > 1 (Assouline and Or , 2006). Sometime, the value of Kh can be

parameterized to be one order of magnitude larger then Kv, and it represents a

simple way to include preferential lateral flows in hydrological models. Anytime the

subscript h or v is omitted in the text, K refers to the hydraulic conductivity normal

to the slope.

Another useful definition is the effective saturation Se [−]. The effective saturation

of a soil layer i, Se [−] is defined as:

Se =
θi − θr
θsat − θr

. (293)

12.6 Soil sealing and crust

The formation of a seal at the soil surface can result from different causes, such

as rainfall, fire, biological activity. In T&C we account only for rainfall-induced

surface sealing as described in Assouline (2004). Structural seals are formed at

the soil surface by destruction of soil aggregates exposed to direct impact of rain

drops. Under the impact of raindrops, weaker soil aggregates break down, soil un-

dergoes a compaction and its pores are filled and clogged by wash-in of fine material.

Consequently, soil develops a surface seal that alters the surface hydraulic properties

(Assouline, 2004). Subsequently, seals after drying become crusts. In arid and semi-

arid environments with large fractions of soil directly exposed to raindrop impacts,

soil sealing plays an important role decreasing the infiltration capacity (Morin et al.,

1989; Robinson and Phillips, 2001; Assouline and Mualem, 2001; Assouline, 2004;

Assouline and Mualem, 2006). For this reason, surface sealing effects are accounted

for.

A conceptual model used to describe the surface seal layer follows Mualem and

Assouline (1989). They suggested that seal is a nonuniform layer at the soil surface.

It results from the rearrangement and compaction of soil particles in the disturbed

upper zone due to raindrop impact and from fine soil particles percolating to larger

depth during infiltration. Consequently, the seal bulk density ρcr [kg m
−3] is highest
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at the surface and decreases exponentially with depth z [mm] converging to the

density of the undisturbed soil, i.e., ρd = ρb(1− θsat) [kg m
−3], where θsat is the soil

water content at saturation, and ρb [kg m
−3] is the density of solid soil:

ρcr(z) = ρd +∆ρ exp(−γcrz) , (294)

where ∆ρ [kg m−3] is the maximum change of bulk density at the soil surface (z = 0),

and γcr [mm−1] is a characteristic parameter of soil-rainfall interaction. The seal

thickness dcr [mm] is identified as the depth at which the changes in hydraulic

properties are insignificant, namely, where ∆ρ(z) ≤ 0.001∆ρ. It follows that γcr =

− ln(0.001)/dcr. While the model of Mualem and Assouline (1989) is theoretical,

it has been recently tested to be valid against accurate measurements (Assouline,

2004).

The main purpose of including seal modeling in T&C is the possibility to simulate

infiltration into a seal-topped profile. In order to simulate infiltration for a sealed

soil, the seal hydraulic properties must be calculated. The calculation of hydraulic

properties is carried out using the undisturbed soil properties and the modified seal

bulk density, ρcr. The seal density in turn depends on the depth z according to Eq.

(294). The undisturbed soil parameters are the saturation moisture content, θsat [−],

the residual moisture content, θr [−], the pore-size distribution index, λ◦ [−], the air

entry bubbling pressure, Ψe [mm], and the vertical saturated hydraulic conductivity,

Ksat v [mm h−1] (Section 12.5, Figure 30). The correspondent parameters modified

by the seal effect are indicated with the subscript cr and are calculated according

to Mualem and Assouline (1989):

θsat,cr(ρcr) = θsat −
[
ρcr(zd)− ρd

]
/ρss , (295)

θr,cr(ρcr) = θr
[
1 + (ρcr(zd)− ρd)/ρd

]
, (296)

Ψe,cr(ρcr) = Ψe

[
1 + (ρcr(zd)− ρd)/ρd

]3.72
, (297)

λ◦,cr(ρcr) = λ◦ − C
[
ρcr(zd)− ρd

]
, (298)

Ksat v,cr(ρcr) = Ksat v

[
θsat,cr − θhy,cr
θsat − θhy

]2.5[
Ψe

Ψe,cr

]2[
λ◦,cr(1 + λ◦)

λ◦(1 + λ◦,cr)

]2
, (299)

where C [m3 kg−1] is a fitting parameter. A value C = 2.5 10−4 [m3 kg−1] is used,

when no specific information for its calibration is available (Assouline and Mualem,

1997).

In order to calculate the hydraulic properties in a nonuniform seal, the seal must

be characterized by maximum change of the bulk density at the soil surface ∆ρ

[kg m−3] and the seal thickness dcr [mm]. These two variables are the result of

soil and rainfall interaction. They evolve in time according to the seal development.

The conceptual model of Mualem et al. (1990) of seal formation is implemented in

T&C. The model is based on Eq. (294) and accounts dynamically for the transfer

of kinetic energy from the rainfall to the soil. The maximum increase in the soil

bulk density at the soil surface ∆ρ and the seal thickness dcr are considered to be
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function of the rainfall cumulative kinetic energy EK [J mm−2]. The cumulative

kinetic energy can be estimated from the total flux of direct throughfall and leaf

drainage kinetic energy KE [J m−2 h−1], calculated in Section 11. The variable,

EK , is simply the time integral of KE .

∆ρ(EK) = ∆ρ∗
[
1− exp(−ηcrEK)

]
, (300)

dcr(EK) = d∗cr
[
1− exp(−ζcrEK)

]
, (301)

where ∆ρ∗ [kg m−3] and d∗cr [mm] are the maximal values of ∆ρ, and dcr reached

after a long exposure to rainfall. The parameters ηcr, and ζcr depend on soil-rainfall

characteristics. Theoretically, the values of ∆ρ∗, d∗cr, ηcr, and ζcr must be esti-

mated from observations of seal formation (Assouline, 2004). Here, literature values

of ∆ρ∗ = 400 [kg m−3], d∗cr = 10 [mm] ηcr = 7000 [mm2 J−1], and ζcr = 3500

[mm2 J−1] are assumed as representative for every soil and rainfall type (Mualem

et al., 1990). A more accurate model of seal formation has been also proposed

(Assouline and Mualem, 1997). It includes a characterization of raindrop size distri-

bution and soil mechanical properties. Nevertheless, given the scarcity of laboratory

experiments to estimate the required parameters, the Mualem et al. (1990) model is

preferred.
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Figure 30: Values of saturated hydraulic conductivity, Ksat v,cr [mm h−1], of a sealed soil
for a sandy-loam and a silty-clay subject to a 20 [mm h−1] rainfall lasting one hour in a
bare-soil. The effects of cumulative rainfall is shown at a depth zd = 0.25, which is used
in the model to compute the seal properties.

Models and applications of seal formation and related changes of soil hydraulic

properties have been developed and used at the event scale (Mualem et al., 1990;

Mualem and Assouline, 1989; Assouline and Mualem, 1997, 2001, 2006). Their

extension to longer time scales is obtained by re-starting the accumulation of cumu-

lative kinetic energy, EK [J mm−2] for each event, i.e., when a seal formation event

is considered to be concluded, EK = 0. The latter is assumed when the kinetic

energy flux has been zero for more than one hour. Otherwise, EK evolves in time as

101



the time integration of fluxes of kinetic energy. The proposed simplification neglects

long-lasting effects of the seal layer, i.e., the formation of an enduring soil crust when

the surface dries, or the maintenance of a seal between two consecutive precipitation

events (Sela et al., 2015). Little information, if any, exists on the surface seal break-

ing and reversal to the initial undisturbed conditions or conversely on its persistence

with time. The study of such effects could be important both for infiltration and

soil evaporation dynamics. Nonetheless, given the large uncertainties in measuring

and understanding this phenomenon, no attempt is made to model the long-term

seal/crust evolution in T&C.

The effect of soil sealing is confined to a thin superficial layer (Assouline, 2004;

Fatichi , 2010). Because of that, surface seal is considered to modify only infiltration

flux and keep the subsurface soil-water dynamics unchanged (Section 12.1). After

the formation of a seal layer, soil hydraulic properties, required in the calculation of

infiltration, are obtained as the average of the properties at the seal surface z = 0.25

mm and those of the undisturbed first soil layer, except for Ksat v which is assumed

to correspond to the seal surface (Figure 30). This is a further simplification of the

method, however the implementation of a non-uniform seal would require a very fine

spatial discretization of the soil column at the surface, which is infeasible for long-

term simulations. Furthermore, Assouline and Mualem (2001) show that assuming

a uniform seal layer does not affect significantly the estimated infiltration curve,

when the dynamic phase of seal formation is simulated.

13 Plant water relations

13.1 Root zone soil moisture, water potential and temperature

The average soil moisture content θR [−] available to a given plant root is computed

using the fractions of root biomass ri described in Section 12.2 as θR =
∑ns

i=1 riθi

where ns is the number of soil layers. The average value of water content available

to roots θR is then used to compute the soil water potential felt by the roots ΨsR

[MPa], using the soil water retention curve Ψs = f(θ). The term ΨsR correspond

to the water potential in the soil, while T&C uses the leaf water potential ΨL

[MPa] to compute various water-stress variables, generally indicated as β [−] factors

(Section 6.6.4, 17.3.7, 17.4.1, and 20.1.1). The evaluation of leaf water potential ΨL

starting from ΨsR requires the solution of water movement within the plant from

the absorbing roots up to the leaves, including the evaluation of the xylem water

potential ΨX [MPa]. Plant hydraulics are currently not simulated by T&C, which

therefore assumes an equivalence between ΨsR = ΨX = ΨL.

In analogy with the average soil moisture content in the root zone, the average soil

temperature in the root zone is computed as TR =
∑ns

i=1 riTsoil,i, where Tsoil,i is the

temperature of the soil layer i.
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13.2 Plant hydraulics

A plant-hydraulic component is not implemented in T&C yet.

13.3 Plant water uptake and soil-to-root conductance

Since plant-hydraulics are not resolved in this version of T&C, the water flux from

soil to xylem Jsx [mmh−1] and from xylem to leaf Jxl [mmh−1] are just assumed to

be the same of the transpiration fluxes TH and TL computed in Section 5.4.1 for each

vegetation unit and for high and low vegetation layers. Therefore the magnitude of

the plant-water uptake Jsx is dictated by the transpiration demand as far as there is

enough water in a given soil layer or the water uptake is not limited by the hydraulic

resistance between the soil and the root (see below). The Jsx,i = riJsx is distributed

in the different soil layers following the fractions of root biomass ri described in

Section 12.2.

The soil-to-root conductance gsr [mmolH20 s
−1MPa−1m−2 ground] represents

the resistance to water movement from the bulk soil to the fine-root interior (Sperry

et al., 1998; Hölttä et al., 2009) and theoretically depends on the micro-gradient of

soil water potential on the rhizosphere around fine roots as well as on the radial

root hydraulic conductivity (Doussan et al., 1998; Steudle and Peterson, 1998). An

approximated method (Newman, 1969; Deckmym et al., 2008) is used in T&C to

compute gsr,i for each soil layer and for each vegetation unit using the value of root

length density RL for unit of vegetation (Eq. 403) and the fraction of root biomass

in each layer ri. The root length density for unit of ground in a given soil layer is

RL,i = riCcrownRL [mroot;m−2 ground] and is combined with the average radius of

fine roots, assumed to be rroot = 0.5 mm, the average radius of the cylinder of soil

to which root has access to, assumed to be rcyl = 2.0 mm, and the soil hydraulic

conductivity in the layer i, Kv(θi) [m s−1], function of the water content θi (Section

12.5):

gsr,i = κKv(θi)RL,i 2π log

[
rcyl
rroot

]
, (302)

where κ = 5.66 109 is a unit conversion factor to pass to [mmolH20 s
−1MPa−1

m−2 ground]. The total soil-to-root conductance can be computed in analogy to

parallel conductances as gsr =
∑

i gsr,i. The soil-to-root conductances gsr,i are used

to compute the maximum root-uptake capacity RWUmax,i [mmh−1] in each soil

layer as:

RWUmax,i = κ̃gsr,i|Ψs −Ψmin| , (303)

where κ̃ = 0.0648 is a unit conversion factor to obtain [mmh−1], Ψs [MPa] is the

soil water potential of layer i and Ψmin = min[ΨX,50,ΨL,50], is the minimum water

potential allowed in the xylem or leaf before having a 50% reduction of hydraulic

conductivity and represents a lower limit to the gradient of water potential that can

be imposed between the soil and the plant to extract water. From Eq. (303) it
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follows that low values of gsr,i can prevent water uptake from one or more soil layers

when they approach dry conditions. The plant water uptake in each layer is then

the minimum between Jsx,i and RWUmax,i.

14 Subsurface water flow

Water transferred sideways from the soil column in a given element, Ql,out [mm h−1],

represents lateral subsurface flow. It is assumed in T&C that the slope of the hy-

draulic head is parallel to the soil surface (kinematic wave approximation), an as-

sumption that is commonly made in several topographic subsurface routing methods

(Beven and Kirkby , 1979; Sivapalan et al., 1987; Beven and Freer , 2001; Ciarapica

and Todini , 2002). The assumption validity is violated in shallow terrains (e.g.,

floodplain), especially when a portion or the entire soil column becomes saturated.

A hydraulic head gradient formulation would be preferable (Wigmosta and Letten-

maier , 1999; Panday and Huyakorn, 2004;Kollet and Maxwell , 2008) and is regarded

as a potential future improvement of the model.

The subsurface kinematic wave is solved in a discretized space domain (a lattice

of square cells) for each soil layer. The lateral flow from a layer i, Ql,out,i, moves

along a pre-defined drainage flow direction(s) into the neighboring element(s):

Ql,out,i =
Tr,i sinβT

aT
, (304)

where βT [rad] is the maximum surface slope of an element, aT [mm] is the element

area per unit contour length that drains through the location (Quinn et al., 1995;

Sivapalan et al., 1987), and Tr,i [mm
2 h−1] is the total transmissivity of the layer i,

which is obtained multiplying the hydraulic conductivity of a given layer KH(θi, zi)

in direction parallel to the slope, with the layer thickness dzi [mm]. The total lateral

subsurface flow from an element, Ql,out, [mm h−1], is calculated by integrating Eq.

(304) over ns layers. When dealing with a cell containing a channel element, the sub-

surface flow, Ql,out, is added to channel flow of that grid cell. In this unidirectional

operation, the effect of seepage flow is mimicked.

An artificial time lag is used in the subsurface routing, since the routing is made at

the end of each time step: for a given cell the inflow is the outflow of the preceding

time step. This artificial time lag allows the model to be easily parallelized and run

on multiple processors. Incoming lateral flow is then applied as a source term in the

1-D Richards equation in each vertical layer (Section 12.1), while outgoing lateral

flow is computed as in Eq. (304).

Soil-bedrock leakage flow has been regarded as an important process of the sub-

surface dynamics (Weiler and McDonnell , 2004; Tromp-van Meerveld and Weiler ,

2008). According to Figure 28, the last layer of the soil column is drained through

the bottom resulting in leakage flow Lkb [mm h−1]. This term represents the per-

colation flux from the soil column (i.e., the regolith) to the bedrock. This flux is

considered to be equal to the conductivity of bedrock, Lkb = Kbot [mm h−1], when
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the last ns-th layer of soil is saturated. No unsaturated flow to the bedrock is as-

sumed. Another possible condition Kbot = 0 implies an impermeable bedrock, which

precludes recharge to deeper aquifers. A free-gravitational drainage condition can

also be assumed in T&C, as another type of the bottom boundary condition.

Note that non-zero vertical subsurface flow Lkb provides a recharge to a deep

aquifers, schematized as a volume of water in fractured rocks (see Section 10). The

fractured rock water storage Frock [mm] represents a reservoir with a relatively long

residence time and can be conceptualized as a lumped component at the watershed or

sub-watershed scales. This deep aquifer can return a baseflow flux, Qsub [mm h−1],

that can be distributed throughout the stream network or added at specific locations,

which represents the water sources from deep rock aquifers in a given watershed. A

linear reservoir scheme is assumed in T&C, where the baseflow Qsub = kresFrock, is

a function of the reservoir volume and of a parameter kres [h−1].

In order to maintain continuity of the water lateral exchanges, the soil depth

and the vertical discretization in soil layers should be equal in all the cells of the

domain. This allows every flux Ql,out,i to have a downstream soil layer or a channel

as outlet. This strong limitation can be partially by-passed assigning for each cell

nearly impermeable soil properties to all soil layers below the depth that is expected

to contribute marginally to subsurface water dynamics.

15 Surface water flow

The numerical scheme adopted for representing surface flow in T&C is a function

of topographic representation of the domain (Section 3). The runoff depth, Rtot

[mm], in a given computational element is the sum of infiltration excess runoff RH

[mm h−1] and saturation excess runoff RD [mm h−1]. The flow depth of locally

produced runoff y [mm] is then approximated with the assumption of a sheet flow,

i.e., for overland flow, y = Rtot. Channel is conceptualized as a sub-grid element with

the rectangular cross-section of width wch [m]. The width wch is parameterized as a

function of the upstream contributing area according to regional geomorphological

relationships (Orlandini , 2002; Camporese et al., 2010) and it is independent of the

discharge. A cell containing a channel area can have both overland and channel flow

components. Channels are assumed to both receive subsurface flow (Section 14) and

overland flow. The water depth in the channel is ych = Rch dx/wch, where dx [m]

is the grid cell size and Rch [mm] is the runoff in the channel, expressed per unit of

cell area.

Surface and channel flows are successively routed using the kinematic wave ap-

proach, i.e., assuming the momentum equation Sfl = sinβT , where Sfl [−] is the

the energy gradient and βT [rad] is the slope of the element (Chow , 1988; Bras,

1990; Chanson, 2004; Brutsaert , 2005). The water surface is therefore assumed

to be parallel to the cell bed at a given location. Further, assuming locally uni-

form flow and the Manning equation as the flow depth-discharge relationship, it is

possible to calculate the overland and channel flow velocities U and Uch [m s−1]

105



and, consequently, the respective time tR and tch [s] needed to move water from a

computational element to downstream element(s) (Kollet and Maxwell , 2006):

Uch =
1

nch
R

2/3
hy Sfl

1/2 , (305)

where Rhy ≈ ych [m] is the hydraulic radius approximated with the flow depth,

and nch [s m−1/3] is the channel Manning’s coefficient that characterizes river bed

roughness. Consequently, the routing time is tch = dxnch y
−2/3 sinβT

−1/2. Equiv-

alent equations can be written for overland flow routing. The distance between the

centers of two cells is always assumed to be equal to the cell size dx. The runoff

depths Rch (or Rtot) [mm] present at any time in a given element are thus routed

according to the time tch (or tR), following the flow directions calculated from the

topography (Sections 3).

At the end of a given time step, a fraction of the produced runoff Rtot may remain

in a hillslope element and is indicated as runon qrunon [mm h−1]. At the successive

time step this runoff fraction can be re-infiltrated (Section 12). Finally, the rate

at which overland and channel flows leave the domain or pass trough a specific

location is the sum of overland flow and channel discharge, Q =
−−→
Rtot/dt [mm h−1]

andQch =
−−→
Rch/dt [mm h−1], where

−−→
Rtot and

−−→
Rch [mm] represent the routed fractions

of Rtot and Rch. In order to respect the Courant condition (Chanson, 2004; Martin

and Gorelick , 2005), a fine time step must be used to route the water flow across

the domain. The present version of T&C adopts an adaptive time step for channel

and overland flow (Sulis et al., 2010). The model starts from a reference value of 2s

and increases or decreases the time-step to respect the Courant condition at each

iteration based on the previous field of flow velocity in channels and hillslopes. It

must be noted that this only improves the correctness of the flow routing, since

runoff generation and runon re-infiltration are still computed at the hourly time

scale from Section 12.

16 Gravitational snow redistribution

Avalanches can be an important process for re-distributing snow in steep terrains

and they can considerably affect hydrology at high-elevations (Gruber , 2007; Bern-

hardt and Schulz , 2010). Gravitational snow redistribution is simulated assigning

to each cell a maximum terrain snow storage capacity SM
dep [m], which is a function

of the slope of the surface Ssno [degree] that sum the terrain and the snow depth

(Bernhardt and Schulz , 2010):

SM
dep = C exp(−asnoSsno) , (306)

where C = 99.05 [m] and asno = 0.1012 [degree−1] are parameters introduced by

Bernhardt and Schulz (2010) in their Fig. 2b and the minimum SM
dep is assumed to

be 0.05 m (Figure 31). The slope Ssno is computed adding the actual snow depth

Sdep [m] to the reference elevation of the DEM, the same surface is used to compute
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flow directions for routing the snow flux.
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Figure 31: The maximum terrain snow storage capacity SM
dep [cm], as a function of the

slope of the surface Ssno [degree] as inferred from Bernhardt and Schulz (2010).

An avalanche can be triggered by a snowfall, variable melting rates or a preced-

ing avalanche that increase the local snow depth above the maximum terrain snow

storage capacity, i.e., Sdep > SM
dep. A fraction of snow in excess of the local storage

capacity fsnr = (Sdep−SM
dep)/Sdep is computed, and used to route the corresponding

snow water equivalent fsnr SWE . Generally, the avalanche triggering is expected to

increase the snow density, when compared to the original snowpack. The density of

the re-deposited material is assumed to be ρava = max[ρsno, 400] [kg m
−3], where

the reference value of 400 kg m−3 is derived from observations of avalanche deposit

density (Sovilla et al., 2006).

The avalanche is finally routed following the flow direction and the redistributed

snow is assumed to mix perfectly with the original snow cover to produce an overall

snow density that is the weighted average between the density of the present snow

and the avalanche deposit. Based on this snow density value, we updated the snow

depth on the entire domain and we recompute Ssno. For each time step, the routing

process is repeated until there is some cell in the domain where Sdep > SM
dep, which

means that an avalanche can travel a long distance within a single time step, and

that at the end of the time step snow is stable in the entire domain. Note that the

implemented method assumes an instantaneous redistribution of snow, for instance

immediately following a snowfall, and has nothing to do with the real temporal

occurrence of avalanches, which is a much more complex process to describe related

to snow metamorphisms (Sovilla et al., 2006). Nonetheless, this simple method is

expected, on average, to provide a realistic gravitational snow redistribution and to

significantly improve the prediction of spatially distributed snow patterns in steep

terrain. For instance, avoiding unrealistic deep snow cover in steep high-elevation

slopes.
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17 Plant carbon dynamics

Carbon dynamics are represented by seven carbon pools for each vegetation type.

The budget of the carbon pools is the difference between the carbon gained as a

result of photosynthesis and its consumption through maintenance and growth res-

piration, tissue turnover, and reproduction. The represented carbon pools are: green

aboveground biomass (leaves) Cleaf [g C m−2 V EG], living sapwood (woody plants

only) Csapw [g C m−2 V EG], fine roots Croot [g C m−2 V EG], carbohydrate reserves

Chydr [g C m−2 V EG], flower and fruits, Cflfr [g C m−2 V EG], heartwood (woody

plants only) Cheaw [g C m−2 V EG], and standing dead leaves Cldea [g C m−2 V EG].

The carbohydrate reserve pool roughly corresponds to what it is often indicated as

non-structural carbohydrates (NSC), i.e., glucose, fructose, sucrose and starch, but

it is also meant to include lipids and sugar alcohols (Hoch et al., 2003; Gough et al.,

2009). The flower and fruit carbon pool Cflfr takes into account the reproduction

cost of the plant. The Cheaw pool accounts for the turnover of living sapwood and

its conversion into structural wood in the trunk and coarse roots. Even though in

the following is indicated as heartwood carbon pool for brevity, it also includes dead

sapwood and it exists also for those species than never form a properly defined heart-

wood. The partition between aboveground and belowground Cheaw is controlled by

a model parameter fab, which corresponds to the fraction of structural wood and

reserves that are physically located aboveground. Note that the terms Cleaf , Csapw,

Croot, Chydr, Cflfr, Cheaw Cldea refers only to the area occupied by a given vege-

tation type and not to the total ground area, i.e., they are for units of vegetation

VEG corresponding to the Crown area extent (Hv or Lv) in a basic computational

element.

Vegetation structure evolves dynamically, since the carbon in the different pools

varies responding to environmental conditions, stress, and phenological state. These

dynamics directly influence vegetation attributes, such as leaf and stem areas, canopy

height, root profile, and leaf dimension. Although all of the described attributes

of vegetation are time-varying, only LAI, grass height, and root length index are

dynamically updated in this version of T&C, which does not consider forest de-

mography (Section 18). An exception is represented by plantations for which other

structural attributes can be dynamically updated.

In order to describe the dynamics of other vegetation attributes an explicit repre-

sentation of forest demography would be necessary. This would require the use of

allometric relations to link the size of carbon pools to plant dimensional attributes

(Section 18) such as tree density, height, diameter at breast height, and crown area

(Cox , 2001; Niklas and Enquist , 2001; Sitch et al., 2003; Levis et al., 2004; Deckmyn

et al., 2006; Sato et al., 2007; Cheng and Niklas, 2007; Enquist et al., 2007). Such a

capability will be included in future versions of T&C based on ongoing research and

novel solutions in forest growth modeling (Kirschbaum, 199; Lischke et al., 2006;

Strigul et al., 2008; West et al., 2009; Enquist et al., 2009; Weng et al., 2015). Given

this limitation, typical T&C applications are expected to cover mature vegetation,
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where forest structural changes can be considered minor, allowing the approximation

of static structural vegetation parameters during the simulation period.

Each vegetation considered in T&C belongs to a broad category of vegetation

types. Specifically, T&C distinguishes between four vegetation categories identified

with the symbol Ξ: normal evergreen plants (Ξ = 0), seasonally deciduous plants

(Ξ = 1), grass species (Ξ = 2) and evergreen tropical plants (Ξ = 3). This separa-

tion is necessary because different vegetation categories have substantially different

phenology and carbon allocation and translocation dynamics and must use different

model structures and not only model parameters.

17.1 Net Primary Production and plant respiration

The net primary production NPP [g C m−2 V EG day−1], is defined as the gross

plant photosynthesis, or gross primary production GPP [g C m−2 V EG day−1], less

autotrophic respiration RA [g C m−2 V EG day−1] (Ruimy et al., 1996; Knorr , 2000;

Arora, 2002; Sitch et al., 2003; Levis et al., 2004; Krinner et al., 2005):

NPP = GPP −RA , (307)

GPP = κ(AnC +RdC) , (308)

where κ = 1.0368 [g C s µmol CO−1
2 day−1] is used to convert the unit of canopy-

scale net assimilation rate AnC [µmol CO2 s
−1 m−2] and leaf maintenance respi-

ration RdC [µmol CO2 s−1 m−2], from the photosynthesis module (Section 6.6).

Vegetation autotrophic respiration RA [g C m−2 V EG day−1] is estimated as the

sum of maintenance respiration Rm, growth respiration Rg, and idling respiration

Ri rates:

RA = Rm +Rg +Ri , (309)

Rm = RmF +RmS +RmR +RmH , (310)

Rg = max [0, ωgrw(GPP −Rm)] , (311)

where ωgrw [−] is the growth respiration fraction. The maintenance respiration Rm

is typically subdivided into different fractions corresponding to living plant compart-

ments (Thornley , 1970; McCree, 1970; Ryan, 1991; LeRoux et al., 2001). The terms

RmS , RmR, and RmH [g C m−2 V EG day−1] are the maintenance respiration rates

for living sapwood, fine roots, and carbohydrate reserves respectively, RmF = κRdC

[g C m−2 V EG day−1] is the rate of foliage maintenance respiration and is computed

at the hourly scale in the photosynthesis module (Section 6.6).

17.1.1 Growth respiration

In order to grow, plants require carbohydrates both for their plant-body construc-

tion and biosynthesis (Sato et al., 2007). Usually, the amount of growth respiration

costs can be estimated by combining data on biochemical composition of organs with

the knowledge on biochemical costs of synthesis of all the major compounds, includ-

109



ing cellulose, hemicellulose, lignin, protein, lipids, and organic acids (Poorter , 1994;

Poorter and Villar , 1997; Lambers et al., 1998). Since an exact physiological estima-

tion of growth respiration cost is challenging, vegetation models approximate this

cost as a constant fraction ωgrw of the carbon potentially allocated to growth, i.e.,

the gross primary production less maintenance respiration (Ryan, 1991; Sitch et al.,

2003; Levis et al., 2004; Ivanov et al., 2008b). The values assumed by the growth

respiration fraction ωgrw [−] are usually quite constrained (0.15−0.30) (Ryan, 1991;

LeRoux et al., 2001; Sitch et al., 2003; Krinner et al., 2005; Ivanov et al., 2008b).

Very often, a value of ωgrw = 0.25 is assumed (Ryan, 1991; Cox , 2001; Bonan et al.,

2003; Sitch et al., 2003), which corresponds to an average cost for tissue construction

(Poorter , 1994).

17.1.2 Idling respiration

When the soil biogeochemstry component is activated, an additional respiration

flux Ri, the idling respiration, can be added to the total respiration cost and repre-

sents the carbon that cannot be allocated to grow plant tissues because of insufficient

nutrient availability, i.e., when the nutrient reserve pools are not able to satisfy min-

imal stoichiometric ratios. Therefore, the term Ri is different from zero only in cases

of severe nutrient limitations. This fluxes is computed as the difference between the

theoretical NPP in absence of nutrient limitations and NPP after nutrient limita-

tions have been accounted for (see Section 17.3.5). Mechanistically this respiration

cost can be triggered by futile cycles and alternative pathways that leads to the

waste of the excess carbon that cannot be used (Cannell and Thornley , 2000).

17.1.3 Maintenance respiration

The maintenance respiration is defined as that required for maintenance and

turnover of existing biomass (Amthor , 1984, 2000; Cannell and Thornley , 2000; LeR-

oux et al., 2001). The maintenance respiration Rm for living plant compartments is

calculated as a function of temperature and biomass, once the nitrogen/carbon ratio

of each tissue is known (Ruimy et al., 1996; Sitch et al., 2003; Krinner et al., 2005).

For a wide variety of plant organs, the maintenance respiration rate is assumed to

be linearly related to the nitrogen content of a living tissue (Ryan, 1991; Ruimy

et al., 1996), even though more recent evidence suggests an exponential dependence

between nitrogen content and respiration rates (Reich et al., 1998b, 2006). Fur-

thermore, the maintenance respiration coefficient increases with temperature (air

temperature is used for aboveground plant tissues; root-zone temperature is used

for belowground biomass) (Sitch et al., 2003; Krinner et al., 2005). Maintenance
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respiration for the different carbon pools is calculated as:

RmS = rm

[
fab

Csapw

CNs
g(Ta) + (1− fab)

Csapw

CNs
g(Troot)

]
, (312)

RmR = rm
Croot

CNr
g(Troot) , (313)

RmH = rm

[
fab

Chydr

CNs
g(Ta) + (1− fab)

Chydr

CNs
g(Troot)

]
, (314)

where Troot [◦C] is the daily averaged temperature in the root zone from Section

13.1, Ta [◦C] is the daily averaged air temperature at the reference height zatm

(Section 5). The parameter rm [g C g N−1 day−1] is the respiration rate coefficient

(uses a 10◦C base) that is species specific. The value of rm typically accounts for

observational evidences that plants from warmer environments have lower respiration

rates than plants from cooler environments (Ryan, 1991; Reich et al., 1998b; Sitch

et al., 2003); rm typically ranges between 0.020 and 0.070 [g C g N−1 day−1] (Sitch

et al., 2003; Bonan et al., 2003). The terms CNs, and CNr [g C g N−1] are the

living sapwood and fine root carbon-nitrogen C:N mass ratios, where carbohydrate

reserves are assumed to have the same C:N ratio of living sapwood. The temperature

dependence g(T ) [−] is expressed with a modified Arrhenius equation, with T in [◦C]:

g(T ) = e308.56 (
1

56.02
− 1

T+46.02) . (315)

The use of the modified Arrhenius equation instead of a fixed Q10 (Nouvellon et al.,

2000; Arora, 2002; Deckmym et al., 2008) is preferred because of the evidence for

a constant decline in the apparent Q10 of autotrophic respiration with temperature

(Sitch et al., 2003).

Note that when T&C solves the ground heat flux with the “force-restore method”,

i.e., without explicitly resolving the soil thermal profile (Section 5.5), the tempera-

ture at the dampening depth Td, is used as a proxy of the rooting depth temperature.

Foliage respiration RmF is estimated as the daily sum of maintenance respira-

tion, RdC , that is estimated at the hourly scale in the photosynthesis and stomatal

resistance module (Section 6.6). The carbon-nitrogen C:N mass ratios for living

sapwood and fine roots CNs, CNr, can be explicitly assigned for a given species or

they can be estimated from a fixed ratio between these quantities and the reference

foliage carbon-nitrogen C:N mass ratio CNl [g C g N−1], as proposed by Friend et al.

(1997):

CNs = CNl/0.145 , (316)

CNr = CNl/0.860 . (317)

Values of C:N mass ratio for leaves and grasses, CNl, can be found in literature

for different species (White et al., 2000; Wright et al., 2004). Typical values are

CNl = 20− 50 [g C g N−1].

As can be observed from Eq.(307), the net primary production is positive when

carbon uptake from photosynthesis exceeds autotrophic respiration, a situation char-
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acteristic of favorable daily meteorological conditions. The value of NPP is negative

at night or when environmental stresses, such as soil moisture deficit, do not al-

low vegetation to effectively photosynthesize and maintenance costs are higher than

gross carbon uptake.

17.2 Carbon budget

The mass balance of the carbon pools: Cleaf , Csapw, Croot, Chydr, Cflfr, Cheaw, and

Cldea is simulated using a system of ordinary differential equations (Dickinson et al.,

1998; Arora and Boer , 2005; Ivanov et al., 2008b). When Net Primary Production

NPP (Section 17.1) is positive, the carbon changes in the pools are:

dCleaf

dt
= flNPP − Sleaf + Trl , (318)

dCsapw

dt
= fsNPP − Ssapw , (319)

dCroot

dt
= frNPP − Sroot + Trr , (320)

dChydr

dt
= fhNPP − TrC −Rexmy +AddAR , (321)

dCflfr

dt
= ff NPP − Sflfr , (322)

dCheaw

dt
= Ssapw − Swood , (323)

dCldea

dt
= Sleaf − Sldea , (324)

where fx are the five allocation fractions corresponding to green aboveground

biomass (fl), living sapwood (fs), fine roots (fr), carbohydrate reserves (fh), and

fruit and flowers (ff ) (Section 17.3.1). The terms Sleaf , Ssapw, Sroot, Sflfr and Sldea

[g C m−2 V EG day−1] are the tissue turnover rates; Swood [g C m−2 V EG day−1] is

the conversion of living sapwood into heartwood or dead sapwood; TrC [g C m−2 V EG day−1]

is the rate of translocation from carbohydrate reserves, which is subdivided into

translocation to green aboveground biomass Trl, and fine roots Trr. The term

Rexmy and AddAR [g C m−2 V EG day−1] are the total carbon exudated and ex-

ported from the roots (Section 17.3.2), and the additional allocation to reserves in

case of occurrence of environmental constraints on growth (Section 17.3.7).

When NPP is negative, gross primary production GPP , less eventually growth

respiration rate Rg, is partitioned among the various pools. The respective mainte-

112



nance respiration costs Rm, are then subtracted from the specific carbon pools:

dCleaf

dt
= fl(GPP −Rg)− κRdC − Sleaf + Trl , (325)

dCsapw

dt
= fs(GPP −Rg)−RmS − Ssapw , (326)

dCroot

dt
= fr(GPP −Rg)−RmR − Sroot + Trr , (327)

dChydr

dt
= fh(GPP −Rg)−RmH − TrC −Rexmy , (328)

dCflfr

dt
= ff (GPP −Rg)− Sflfr , (329)

dCheaw

dt
= Ssapw − Swood , (330)

dCldea

dt
= Sleaf − Sldea , (331)

In order to avoid that maintenance respiration is consuming leaf biomass directly,

when fl(GPP −Rg) is less than κRdC an amount of carbon is transferred from the

carbohydrate reserves to support the leaf maintenance respiration, without affect-

ing Cleaf directly. This precaution is necessary to avoid unrealistic drops in leaf

biomass caused by maintenance respiration rather than stress turnover when NPP

is negative.

The system of ordinary differential equations (318)-(324) or (325)-(331) is solved

with an explicit Runge-Kutta(4,5) formulation.

Another important characteristic of productivity is the Above-Ground Net Pri-

mary Production ANPP [g C m−2 V EG day−1]. The term ANPP represents the

aboveground productivity and provides a value that can be compared with in situ

measurements, since estimates of ANPP are generally more frequently available

than NPP or GPP measurements:

ANPP =
dCleaf + fab dCsapw + fab dChydr + dCflfr

dt
+ Sleaf + fabSsapw + Sflfr .

(332)

Note that Eq. (332) implies that a fraction fab of carbohydrate reserves and

living sapwood are located in the aboveground. For the grass category (Ξ = 2),

carbohydrate reserve are assumed to be completely stored belowground and ANPP

is compute only through changes in Cleaf and Cflfr.

17.2.1 Carbon starvation

A note must be dedicated to the possibility for the model to simulate tree mortality.

Among the possible mechanisms proposed to explain tree mortality (McDowell et al.,

2008; Sala, 2009) solely carbon starvation is simulated. Carbon starvation may occur

after an extended period of environmental stress, mainly drought, where negative

NPP induces a deprivation of carbon in the various pools. When carbon content in

the various compartments, especially in the carbohydrate reserve pool, is extremely
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reduced, new favorable environmental conditions cannot be sufficient for the plant

to recover and when Chydr = 0 the vegetation dies. The possibility that plants can

die of hydraulic failure due to cavitation in the xylem (Pockman and Sperry , 2000;

McDowell et al., 2008), is not foreseen in T&C since the plant hydraulic functions

are not currently explicitly solved (Section 13.2).

17.3 Carbon allocation and translocation

Carbon assimilated through photosynthetic process is allocated to the different

carbon pools. Carbohydrate allocation currently represents a central and poorly

constrained component in terrestrial biosphere models. Physiological and biochemi-

cal mechanisms that control the allocation of photosynthate under resource stresses

are only partially understood (Friedlingstein et al., 1998). Hence, a mechanistic

formulation of allocation remains a thorny issue (LeRoux et al., 2001; Niklas and

Enquist , 2002; Litton et al., 2007; Franklin et al., 2012; Mäkelä, 2012; Fatichi et al.,

2014a).

Carbon allocation in T&C is strongly based on Friedlingstein et al. (1998) and

Krinner et al. (2005), who provide an allocation scheme that responds dynamically

to time variability of resources. The use of dynamic, stress-dependent scheme per-

mits more flexible patterns of carbon redistribution (Arora and Boer , 2005; Ivanov

et al., 2008b). The basic hypothesis in the model of Friedlingstein et al. (1998) is

that a plant will allocate carbon to different compartments in response to external

limitations due to water, light, and nitrogen. The allocation is also made dependent

on the phenological state that a plant experiences. For instance, carbon is allocated

entirely to leaves during the maximum growth state and predominantly to carbohy-

drate reserves during senescence (Section 20). Carbon allocation is finally regulated

by allometric constraints. T&C uses two fundamental allometric constraints: a min-

imum root:shoot ratio, i.e., the ratio of fine root carbon to foliage carbon; and an

upper limit for storage of carbohydrate reserves. The latter limit is parameterized as

a constant fraction of living sapwood biomass (or of fine root biomass for herbaceous

species). First, constraint-free allocation coefficients are estimated. A subsequent

procedure modifies these allocations, so that allometric limits are satisfied.

17.3.1 Allocation fractions

The original allocation scheme presented by Friedlingstein et al. (1998) calculates

the allocation fractions for three compartments (leaves, stems, roots). A modifica-

tion implemented in the ORCHIDEE model (Krinner et al., 2005) considers eight

biomass compartments, among which carbon can be allocated to six. In T&C this

scheme is further modified to allocate to five carbon pools. The five allocation

fractions correspond to green aboveground biomass (fl), living sapwood (fs), fine

roots (fr), carbohydrate reserves (fh), and fruit and flowers (ff ). There is no al-

location to tree heartwood pool as the latter is produced by the slow conversion of

living sapwood, as well as dead-standing leaves are produced by the turnover of alive
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leaves.

The limiting factors for allocation are preliminarily computed and they account

for root zone soil moisture availability AH [−], light availability AL [−], and nitrogen

availability AN [−]:

AH = max [0.1,min (1, βR,all)] , (333)

AL = max
[
0.1, e−Ke LAI

]
, (334)

AN = max [0.1, FNC ] , (335)

where βR,all [−] is the daily averaged soil moisture stress factor in the root zone

for the carbon allocation calculated using the leaf water potential Ψl [MPa] as

described in Eq. (384) (see description of βR,all in Section 17.3.7). The LAI

[m2 leaf area m−2 V EGarea] is the living leaf area index and Ke = 0.15 is a

constant light extinction coefficient used in the allocation module. The nitrogen

availability factor FNC is 1 when there are not nutrient limitations and less than

1 otherwise. It is computed as the average number of days, nutrient concentration

was minimal in the plant tissues in the last 90 days.

The belowground availabilities AN and AH are combined to a single belowground

availability, AB = min(AN , AH). The belowground and light availabilities are finally

used to calculate preliminary allocation fractions to leaves, f̃l [−], fine roots, f̃r [−],

and living sapwood, f̃s [−]:

f̃r = max

[
rmin, r0

3AL

AL + 2AB

]
, (336)

f̃s = min

[
0, 75, s0

3AB

2AL +AB

]
, (337)

f̃l = max
[
amin,min

(
amax, 1− f̃r − f̃s

)]
, (338)

where rmin = 0.15, amin = 0.2, amax = 0.5, and r0 and s0 are coefficients that indi-

cate the theoretically unstressed allocation to leaves, fine roots, and living sapwood.

The coefficients r0 and s0, for woody plants, are a function of the tree biomass,

which is typically related to the total stand biomass and tree density (Niklas and

Enquist , 2002; Wolf et al., 2011b,a). However, since forest demography is not cur-

rently simulated in T&C, constant values r0 = s0 = 0.3 are assumed following

Krinner et al. (2005). The preliminary root allocation fraction is then recalculated

as: f̃r = 1− f̃l − f̃s, that gives f̃l + f̃r + f̃s = 1.

For grasses species (Ξ = 2) there is no allocation to the living sapwood, in this

case the computed f̃s is partitioned among f̃l and f̃r proportionally to their previous

values with f̃s = 0.

For tropical evergreen species (Ξ = 3), the preliminary carbon allocation fraction

to leaves is computed as f̃l = 1−dLO/Acr where Acr [days] is the critical leaf age and

dLO [days] is a phenological index counting the days after the beginning of the new

season (see Section 17.4.1 and 20). The remaining assimilated carbon is partitioned

among f̃r and f̃s proportionally to their previous values . Tropical evergreen forests
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do not experience proper senescence and dormant phases and carbon is allocated

to reproductive organs year-round. This change in the preliminary allocation is

necessary to reproduce the light-phenological cycle of tropical evergreen plants with

maximal allocation to leaf at the beginning of the dry season (Wu et al., 2016).

Generally, the scheme to calculate preliminary allocation fractions provides more

carbon allocation to roots when soil moisture or nitrogen are limiting in order to

increase the belowground biomass (Figure 32). More carbon is provided to sapwood

when foliage significantly limits light penetration to lower levels of the canopy, in

order to increase the canopy supporting structure (Figure 32).
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Figure 32: Preliminary allocation fractions to leaves, f̃l, fine roots, f̃r, and living sapwood,
f̃s as a function of LAI with βR,all = 1 and FNC = 1 (a); and as a function of βR,all with
LAI = 2 and FNC = 1 (b).

The reproduction costs, i.e., the carbohydrates allocated to produce reproductive

organs and propagules typically range between 5% and 20% (Larcher , 2001) of the

assimilated carbon. In T&C, an allocation fraction to reproductive organs ff is

used during the maximum growth and normal growth phenological phases (Section

20), ff = 0 otherwise. During senescence or dormant phenological phases it is

assumed that the plant does not produce fruit or flowers, i.e. does not invest in

reproduction. This assumption is reasonable if we consider that the allocable carbon

during the senescence and dormant phenological phases is rather small. Tropical

evergreen species (Ξ = 3) do not experience proper senescence and dormant phases

and therefore they always allocate carbon to reproductive organs. A typical value

of ff = 0.1 is used for natural plants and grasses, however these value can increase

considerably (ff = 0.5− 0.65) for crops and plantations.

During the maximum growth phenological phase (see Section 20), all of the pre-

liminary fractions are modified to allocate all the synthesized carbon to Cleaf , i.e.,

f̃l = 1 and f̃r = 0, f̃s = 0. Combined with translocation of carbon from reserves,

this assumption permits a rapid attainment of a relatively dense leaf cover at the

beginning of the season, which would be impossible to realize with newly assimilated

carbon only.

The allocation toward the carbohydrate reserves fh, is tentatively computed as a
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function of the sum of the preliminary allocation fractions f̃l and f̃r (as the car-

bohydrate reserves will later be translocated toward the leaves and roots) (Krinner

et al., 2005):

fh = (1− C)(1− ff ) , (339)

where

C =
1

1 + εal(f̃l + f̃r)
. (340)

The term εal [0−1] is a parameter controlling carbohydrate reserve allocation (Krin-

ner et al., 2005). Typically, εal = 1 for seasonal plants (Ξ = 1) and grasslands

(Ξ = 1) and εal < 1 for evergreen plants (Ξ = 0 and Ξ = 3). Note that when

εal = 0, C = 1, i.e., there is not allocation toward reserves. Therefore also ever-

green plants must have εal > 0 to allow the existence of a carbohydrate reserve pool

that can be used during leaf onset and for root exudation and mycorrhiza export

(Hansen and Beck , 1990; Chapin III et al., 1990; Kobe, 1997). Typical values of

εal = 0.2− 0.5 have been found to provide realistic results for evergreen species.

For seasonal plants outside of the growing season i.e., when a plant is in the

senescence or dormant phenological states (Section 20), carbon is not allocated to

leaves, roots, or living sapwood but only to reserves. The plant is assumed to

save carbon for the next season and all assimilated products are allocated to the

carbohydrate reserves: fh = 1. All the other allocation fractions are set to zero

(Krinner et al., 2005). Note that during the senescence or dormant phenological

phases, carbon available for allocation is scarce due to unfavorable environmental

conditions and leaf shedding.

Temperate and tropical evergreens (Ξ = 0 and Ξ = 3) are an exception to the

above behavior and for these plants carbon is allocated to all of the compartments,

including reserves throughout the entire year. For evergreens, senescence and the

dormant phenological phases are treated differently from other species (see also

Section 20) and are similar to the normal growth phase from a carbon allocation

point of view. For tropical evergreens (Ξ = 3) they are in fact identical to normal

growth and for general evergreens (Ξ = 0) the only difference is the lack of allocation

to the fruit and flower pool. Finally, for all of the vegetation categories during the

phenological phase of maximum growth (Section 20), allocation to carbohydrate

reserves is set equal to zero (fh = 0), imposing C = 1.

The final allocation fractions f are calculated as:

fl = f̃l(1− ff ) C , (341)

fr = f̃r(1− ff ) C , (342)

fs = f̃s(1− ff ) C , (343)

subject to the condition fl + fr + fs + ff + fh = 1.
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17.3.2 Root exudation, transfer to mycorrhizal fungi, and carbon cost

of biological N fixation

The evaluation of root exudation, carbon export to mycorrhiza, and carbon allo-

cated to the root-nodules for biological fixation is inspired by the rationale of the

FUN2.0 model presented by Fisher et al. (2010) and Brzostek et al. (2014). The

original FUN2.0 model builds a resistor network for the cost of nitrogen acquisition,

corresponding to the amount of nitrogen needed to support net primary production.

The model computes the integrated carbon costs across a series of pathways, where

the amount of carbon spent on each pathway depends on the resistance through

that pathway (Brzostek et al., 2014). Specifically, the model includes costs related

to non-mycorrhizal, ectomycorrhizal, and arbuscular mycorrhizal active nitrogen up-

take, which depends on soil nitrogen and fine root biomass, the cost of biological

nitrogen fixation, which depends on soil temperature, and the cost of retransloca-

tion, which depends on the amount of foliar nitrogen. The original FUN2.0 model

operates at an annual time step.

In T&C foliar nutrient re-translocation is already accounted for at the plant-level

(Section 19) and is therefore excluded from this carbon cost computation. Addi-

tionally, the overall scheme is modified for coherence with the plant nutrient uptake

formulation described in Section 19.2 and the daily time step of T&C, and it is

extended to include phosphorus and potassium.

The sum of the carbon exudated and exported Rexmy [gC m−2 day−1] from the

roots is the maximum between the cost of N, P, and K acquisition:

Rexmy = max([Cacq,N NupI ], [Cacq,P PupI ], [Cacq,K KupI ]) , (344)

where NupI [gN m−2 day−1], PupI [gP m−2 day−1], KupI [gK m−2 day−1] are the

uptake rates of nitrogen, phosphorus, and potassium, averaged over the previous

365 days. The terms Cacq,N [gC gN−1], Cacq,P [gC gP−1], Cacq,K [gC gK−1] are

the costs of nitrogen, phosphorus, and potassium acquisition, respectively. These

are computed assuming the costs of nutrient acquisition as resistors in parallel using

Ohm’s law in analogy to electric circuits (Brzostek et al., 2014):

Cacq,N =

(
1

Cacq,RN

+
EM

Cacq,EMN

+
1− EM

Cacq,AMN

+
1

Cfix,N

)−1

, (345)

Cacq,P =

(
1

Cacq,RP

+
EM

Cacq,EMP

+
1− EM

Cacq,AMP

)−1

, (346)

Cacq,K =

(
1

Cacq,RK

+
EM

Cacq,EMK

+
1− EM

Cacq,AMK

)−1

, (347)

where EM [−] is the fraction of ectomycorrhizal fungi and 1− EM corresponds to

the fraction of arbuscular mycorrhizal fungi in a given computational element. The

terms Cacq,R, Cacq,EM , Cacq,AM , Cfix,N are the carbon costs for nutrient acquisi-

tion of the non-mycorrhizal, ectomycorrhizal, arbuscular mycorrhizal and biological

N-fixation pathways, respectively. In the following, fine root costs are denoted by
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subscript (1), mycorrhizal costs by subscript (2) and biological N fixation by sub-

script (3). The cost of biological N fixation is present only for nitrogen acquisition

and is disabled whenever biological N fixation does not occur.

In a general form, the cost of acquisition Cacq,X [gC gX−1] of a generic nutrient

X [g X m−2] is proportional to the carbon investment Rex [gC m−2 day−1] made

for its acquisition through a given pathway (e.g., for fine roots Rex,1, for mycor-

rhizae Rex,2, and for root-nodules associated with biological N fixation Rex,3) and

inversely proportional to the amount of nutrient taken up Xup [g X m−2 day−1] in

that pathway in a given period:

Cacq,X =
Rex

Xup
. (348)

Uptake functions for ectomycorrhizal fungi, arbuscular mycorrhizae and fine roots

are defined in Section 19.2 (e.g., Eq. 438) and can be generally written as:

Xup = VD
X B

3/2
root

rr
, (349)

Xup = VD
X C

3/2
EM

rem
, (350)

Xup = VD
X C

3/2
AM

ram
, (351)

Substituting Xup in Eq. 348 allows to compute carbon costs as a function of nutrient

amount in the soil X and fine root or mycorrhizal fungi biomass. Furthermore,

considering that mycorrhizal biomass is solely fed by Rex, in a steady-state condition,

the carbon export to mycorrhizae must sustain mycorrhizal biomass. Then, carbon

export can be related to its biomass through the turnover coefficient mr [day−1],

i.e., CEM = mr Rex,2 or CAM = mr Rex,2, where mr is potentially different for

ectomycorrhizal and arbuscular mycorrhizal fungi (Table 5). It follows that nutrient

acquisition costs can be summarized as:

Cacq,R =
kR

XB
3/2
root

, (352)

Cacq,EM =
kEM

XC
1/2
EM

, (353)

Cacq,AM =
kAM

XC
1/2
AM

, (354)

where kR = (Rex,1 rr)/(VD), [g C
5/2 m−5], kEM = rem/(VDmr) [g C3/2 m−3], and

kAM = rem/(VDmr) [g C
3/2 m−3] embeds all the dependencies on other parameters

such as diffusion coefficient at the root or hypha interfaces and uptake resistance

terms (Section 19.2). The parameter kR is also dependent on the carbon investment

in the non-mycorrhizal pathway itself Rex,1. The expressions in Eq. 352 to 354 are a

consequence of the formulation of nutrient uptake rates (Section 19.2) and differ from

the original FUN 2.0 equation Cacq = kx
X

+ kc
Broot

, where cost functions responded

119



to a change in the amount of root biomass also for ectomycorrhizal and arbuscular

mycorrhizal fungi but conversely they do not depend on mycorrhizal biomasses.

The expressions in Eq. 352 to 354 can be used separately for the three nutrients

considered in T&C. Therefore, the costs of nitrogen acquisition are:

Cacq,RN
=

kR,N

NavIB
3/2
root

, (355)

Cacq,EMN
=

kEM,N

NavIC
1/2
EM

, (356)

Cacq,AMN
=

kAM,N

NavIC
1/2
AM

, (357)

where NavI [gN m−2] is the minimum between the average mineral nitrogen in the

soil in the previous year and the nitrogen uptake NupI averaged over the previous

year, Broot [gC m−2 V EG] is the amount of root biomass, and the nitrogen cost

coefficients (kR,N , kEM,N , and kAM,N ) are given in Table 1. Equivalent expressions

are written for the costs of phosphorus and potassium. Mineral nutrient availability

in Eq. 355- 357 is capped with the previous year nutrient uptake to avoid an un-

realistic feedback, where nutrient availability increases, decreasing uptake costs and

allocation to mycorrhizal fungi, which in turn leads to an even larger increase in soil

nutrient content. In this case, unrealistic plant nutrient limitations would develop

due to minimal amounts of mycorrhizal fungi and low nutrient uptake capacity, de-

spite a relatively high nutrient availability. The trade-offs imposed by equations 355-

357 are summarized in Figure 33.
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Figure 33: Costs of nitrogen, phosphorus, and potassium acquisition Cacq,R, Cacq,EM ,and
Cacq,AM , for different values of nutrient availability in the soil. Root biomass Broot =
200 gC m−2, ectomycorrhizal biomass CEM = 30 g C m−2 and arbuscular mycorrhizal
biomass CAM = 30 g C m−2 are fixed in this figure.

The coefficients kR, kEM , and kAM of Eq. (352) to (354) can be directly computed

from the resistances and diffusion coefficient parameters defined in Section 19.2.

However, variability in nutrient availability X, and potentially different costs of

ectomycorrhizal and arbuscular mycorrhizal fungi would not be accounted for by

such a direct computation. This implies that kR, kEM and and kAM must be selected

to provide reasonable carbon costs of nitrogen acquisition that are also comparable
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Root of hyphae N coefficients P coefficients K coefficients

Root kR,N = 7000 kR,P = kR,N/15 kR,K = kR,N/2.5

EM kEM,N = 3.5 kEM,P = kEM,N/15 kEM,K = kEM,N/2.5

AM kAM,N = 2.0 kAM,P = kAM,N/15 kAM,K = kAM,N/2.5

Table 1: Cost parameters that control the carbon allocation to arbuscular mycorrhizal
(subscript AM) and ectomycorrhizal fungi (subscript EM) and the investment in root
exudates (subscript R). The units of kR,N are [g C5/2 m−5], for kEM,N and kAM,N are
[g C3/2 m−3].

with the original FUN2.0 model (Brzostek et al., 2014). Concurrently, the costs

for nitrogen, phosphorus, and potassium must scale roughly proportionally to the

plant stoichiometric composition for these nutrients to preserve a balance in the

acquisition costs. On the basis of these considerations, cost coefficients are defined

in Table 1.

Note that the value selected for kAM,N is matching rem/(VDmr), which reinforces

the coherence between the expressions used to compute root exudation and carbon

export to mycorrhizae (Eq. 355 to 357) and the expressions for root, ectomycorrhizal,

and arbuscular mycorrhizal nutrient uptake rates (Section 19.2). Furthermore, the

cost parameters in Table 1 are such that arbuscular mycorrhizal or ectomycorrhizal

fungi are much more beneficial to the plant in acquiring nutrients than roots (Br-

zostek et al., 2014). This is especially true for medium and low nitrogen availability

because roots have limited ability to produce enzymes and have a much lower surface

area-to-volume ratio than fungal hyphae (e.g., Smith and Smith, 2011). This char-

acteristic becomes less important at higher levels of soil nutrients, where fine roots

can take up a sufficient amount of nutrients, regardless of mycorrhizae (Figure 34).

In such a condition, the cost-to benefit ratio of supporting mycorrhizae decreases

(Brzostek et al., 2014). The ability of arbuscular mycorrhizal fungi to act as scav-

engers is accounted for by assigning the lowest cost for a given nutrient availability

(i.e., kAM < kEM ). Increasing kEM in ectomycorrhizal fungi means that they are

more costly to maintain for the same nutrient availability in the soil. However, ecto-

mycorrhizal fungi are able to produce oxidative enzymes (e.g., Baskaran et al., 2017)

and this can contribute to nutrient mineralization and therefore increased nutrient

availability (as accounted for in T&C, see Section 21.4.2). This should also favor

shifts in the abundance of arbuscular mycorrhizal and ectomycorrhizal fungi and

plants across fertility and latitudinal gradients, as it was observed (Phillips et al.,

2013).

The carbon cost of biological nitrogen fixation, Cfix,N [g C g N−1], follows Br-

zostek et al. (2014) and is a function of the soil temperature Tbg [◦C] in the soil

biogeochemically active zone:

Cfix,N = s

[
exp

(
a+ b Tbg

[
1− 0.5

Tbg
c

])
− 2

]
, (358)

where a = −3.62, b = 0.27, c = 25.14, s = −30 are empirical curve-fitting parameters
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Figure 34: Costs of nitrogen acquisition Cacq,RN
, Cacq,EMN

, and Cacq,AMN
, for different

values of fine root biomass, Broot, ectomycorrhizal biomass CEM and arbuscular mycor-
rhizal biomass CAM . Three different values of NavI , 0.0055, 0.0137, and 0.0274 g N ;m−2

are used for the representation. Note the different scales on the y-axes and the logarithmic
axes for Cacq,RN

.

(Figure 35).
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Figure 35: Change in the carbon cost of biological nitrogen fixation, Cfix,N [g C g N−1],
with soil temperature Tbg [◦C] in the soil biogeochemically active zone.

Finally, the total carbon exported from roots Rexmy [gC m−2 day−1] needs to

be partitioned among root exudation Rex,1, export to arbuscular mycorrhizal and

ectomycorrhizal fungi Rex,2, and carbon allocated to root nodules for biological N

fixation Rex,3.

Rex,1 = Rexmy
Xut,ex

Xut,tot
, (359)

Rex,2 = Rexmy
Xut,em +Xut,am

Xut,tot
, (360)

Rex,3 = Rexmy
Xut,bnf

Xut,tot
, (361)

This is done computing the theoretical nutrient uptake for each pathway corre-

sponding to the estimated cost. The theoretical total nutrient uptake rate Xut,tot
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[gX m−2 day−1] is:

Xut,tot = Xut,bnf +Xut,ex +Xut,am +Xut,em , (362)

where Xut,bnf , Xut,ex, Xut,am, Xut,em [gX m−2 day−1] are the theoretical nutri-

ent uptake rates following the cost functions defined above for biological nitrogen

fixation, non-mycorrhizal, arbuscular mycorrhizal and ectomycorrhizal fungi. For

nitrogen:

Nut,bnf =
Rexmy

Cfix,N
, (363)

Nut,ex =
Rexmy

Cacq,RN

, (364)

Nut,am = (1− EM)
Rexmy

Cacq,AMN

, (365)

Nut,em = EM
Rexmy

Cacq,EMN

. (366)

The term Xut,tot is computed using the cost corresponding to the most difficult

nutrient to take up as estimated from the maximum cost in Eq. (344), if P or K are

the least available nutrient Xut,bnf = 0. Note, that Xut,tot is simply a theoretical

nutrient uptake capacity, which serves the purpose of computing carbon exudation

and allocation to mycorrhizal fungi. While there is a correspondence, it does not

exactly match the actual nutrient uptake in T&C, which is computed following the

procedure described in Section 19.2.

The sum of the carbon exported and exudated from the roots Rexmy is computed

only for days where Net Primary Production NPP is positive and the term is

subtracted from the carbohydrate reserves. If NPP ≤ 0, there is no root carbon

export and Rexmy = 0.

If the soil biogeochemistry component is not enabled then nutrient uptakes (e.g.,

NupI , PupI , KupI) will be equal to zero, leading to a trivial solution of Rexmy = 0. In

such a case, Rexmy is simply computed as fraction of NPP according to Eq. (367):

Rexmy = dexmy NPP , (367)

where dexmy = 0.04 [−] is the unstressed fraction of NPP going into root carbon

export. In such a case, Rexmy,1 = 0.2Rexmy, Rexmy,2 = 0.8Rexmy and Rexmy,3 = 0,

following Farrar et al. (2003) for the C fraction partitioning between root exudation

and export to mycorrhizae.

17.3.3 Allometric constraints

In addition to the allocation processes described above, two allometric constraints

are imposed to refine allocation dynamics. The first one concerns the maximum

capacity to store carbohydrate reserves. The constraint on the size of carbohydrate

reserves Chydr is parameterized following Friend et al. (1997). The maximum value
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for Chydr is assumed to be 0.67 of the living sapwood biomass Csapw or fine root

biomass Croot for herbaceous species. Note that this value is consistent with esti-

mates of the fraction of labile carbon in sapwood that are typically around 2-10%

of the dry matter (Hoch et al., 2003; Körner , 2003; Gough et al., 2009). Consid-

ering that on average about 10% of sapwood is alive and the conversion factor 0.5

[gC gDM−1] (Kozlowski and Pallardy , 1997; Friend et al., 1997), the fraction of car-

bohydrate reserves to living sapwood is around 0.4 − 2. These values are generally

higher than 0.67. However, the latter is considered to be a realistic approximation

considering that a portion of reserves could be sequestered rather than stored in

plants and thus not available for translocation (Körner , 2003; Millard and Grelet ,

2010). When the value of 0.67 is exceeded, the carbon theoretically allocated to

reserves is partitioned among all of the other carbon pools during normal growth or

it is transferred to living sapwood during the senescence and dormancy phenological

states. This is valid for vegetation categories, Ξ = 0, 1 3. For grasses (Ξ = 2), the

maximum of carbohydrate reserves is assumed to be 0.67 of the fine root carbon pool

Croot. Herbaceous species lack the living sapwood component and all carbohydrates

are assumed to be stored in the roots.

The second allometric constraint concerns the leaf-to-root or shoot-to-root ratio,

Rltr [−]. Vegetation models typically introduce a constant allometric relation on

the shoot:root ratio, since leaf biomass needs to be supported by a sufficient amount

of transporting tissue (Lüdeke et al., 1994; Bonan et al., 2003; Sitch et al., 2003;

Deckmym et al., 2008). In T&C, this value is just a maximum threshold. The

allocation to Cleaf is constrained when Cleaf > Rltr Croot. In this case, fl = 0 and

its value is partitioned between fs and fr proportionally to their biomasses. The

range of variability of Rltr proposed in literature is around 0.2 − 1.5 with higher

values for woody species as compared to grass species (Sitch et al., 2003; Bonan

et al., 2003; Sato et al., 2007).

17.3.4 Carbon translocation

Knowledge of dynamics of carbon storage and mobilization from reserves is mainly

qualitative (LeRoux et al., 2001). There is evidence that carbohydrate reserves are

formed through storage in late summer and fall, they are partially depleted dur-

ing winter through maintenance respiration and a massive mobilization of reserves

occurs in spring to enhance leaf onset and permit plant to photosynthesize more effi-

ciently (Chapin III et al., 1990; Dickinson et al., 2002; Pregitzer , 2003; Krinner et al.,

2005; Gough et al., 2009). Some studies analyzing non-structural carbohydrates con-

centration found minor evidence of such dynamics, and identified a mobilization of

carbohydrate reserves only after strong environmental stresses (Körner , 2003).

In T&C, all of the vegetation categories Ξ have a carbon storage compartment,

and thus translocation occurs also for evergreen species. Since few quantitative

carbon translocation analyses have been carried out so far (Gough et al., 2009,

2010), mechanistic parameterizations are also lacking. A simple scheme is adopted

in T&C. Carbohydrate translocation is modeled to occur during the phenologi-
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cal state of maximum growth (see Section 20) with a prescribed constant rate,

TrC [g C m−2 V EG day−1], which is species-dependent. The rate TrC is a pa-

rameter of the model and suitable values have been found in the range of 0.5-8

[g C m−2 V EG day−1], with higher values for plants that attain rapidly a high LAI

after leaf onset (grasses, temperate deciduous species). Assuming TrC constant, as

opposed to be dependent on the reserve size, has shown better results and LAI

growth has been observed to be fairly linear during leaf onset in the maximum

growth phenological phase. This is likely due to the fact that translocation is a

sink- and not source- driven process (Millard and Grelet , 2010). The total carbohy-

drate translocation is then subdivided between translocation to green aboveground

biomass Trl [g C m−2 V EG day−1] and fine roots Trr [g C m−2 V EG day−1], in-

versely proportional to their biomasses.

Trl = TrC
Croot

Cleaf + Croot
, (368)

Trr = TrC
Cleaf

Cleaf + Croot
. (369)

Another potential occurrence of translocation is during maximum or normal growth

phenological phases, when the maintenance respiration of leaves is higher than the

assimilation rate, i.e., NPP < 0. This can be a result of unexpectedly harsh environ-

mental conditions, e.g., a late frost or a very dry period. In this case translocation

is considered to compensate the leaf maintenance respiration, in order to avoid a

premature and unrealistic drop of leaves because of maintenance respiration costs.

17.3.5 Plant stoichiometric constraints and flexibility

Each plant tissue (carbon pool in the model abstraction) has a corresponding quan-

tity of nutrients, which is necessary for its construction. Nutrients can be also stored

in the plant as reserves and stoichiometric ratios of different tissues have been shown

to be flexible and to respond to nutrient availability (Magill et al., 2004; Sistla and

Schimel , 2012; Zaehle et al., 2014). The target stoichiometric ratios are prescribed

quantities in the model and define the nutrients required for a given amount of car-

bon for a plant with a balanced nutrient status (Table 2). Stoichiometric flexibility

is explicitly modeled as a two-step process. First, nutrient reserves can buffer uptake

and demand for nutrient without modifying the nutrient concentration of structural

and non-structural tissues. Second, tissue concentration in the non-structural com-

partments can be modified to respond to excess or deficit of nutrients, allowing for

an actual stoichiometric flexibility. Structural tissues have a fixed stoichiometry.

The maximum plant storages of nitrogen Nsto [g N m−2 V EG], phosphorus Psto

[g P m−2 V EG], and potassium Ksto [g K m−2 V EG] are computed considering

a hypothetical stoichiometric flexibility of the carbon reserve pool, which defines a
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Pool C:N [g C g N−1] C:P [g C g P−1] C:K [g C gK−1] Lignin [g Lig g DM−1]

Cleaf CNl CPl CKl Ligfr,l
Csapw CNs CPs CKs -

Croot CNr CPr CKr Ligfr,r
Chydr CNc CPc CKc -

Cflfr CNf CPf CKf Ligfr,lf
Cheaw CNh CPh CKh Ligfr,h

Table 2: List of parameters used to indicate the target stoichiometric mass-ratio of nitro-
gen, phosphorus, potassium, and lignin in the carbon pools. Note that these ratios are
constant, but tissue stoichiometry is flexible thanks to varying relative nutrient concen-
tration (e.g., Eq. 373 and 374). Many of the parameters can be assigned knowing CNl

only and exploiting some proportionality between the other parameters and CNl (e.g.,
Friend et al., 1997), as described in Section 17.1.3.

storage size:

Nsto = ϕsChydr

(
1

CNl
− 1

CNc

)
, (370)

Psto = ϕsChydr

(
1

CPl
− 1

CPc

)
, (371)

Ksto = ϕsChydr

(
1

CKl
− 1

CKc

)
, (372)

where ϕs is a scaling parameter. When ϕs = 1, the current option in T&C, the

maximum nutrient storage size is simply the size of the carbohydrate reserves with

a stoichiometric range that goes from the nutrient content of leaves to the one of

heartwood. These can be regarded as the upper and lower extremes of nutrient

concentration in the different plant tissues. An increase of nutrient content without

exceeding the maximum storage size does not affect the actual nutrient concentration

of the different pools. Note that this assumption does not necessarily imply that

nutrients are changing in association with the carbon reserve pool but simply that

nutrient reserves are changing somewhere within the plant without affecting the

nutrient concentration of non-structural pools (leaves, fine roots, fruit and flowers

pools). However, if nutrient concentration in the reserves exceeds the maximum

nutrient storage or becomes less than zero, i.e., there are not enough nutrients to

preserve the targeted stoichiometric relations, the relative nutrient concentration of

non-structural tissues is modified (Fig. 36a).

At each time step nutrient reserves (e.g., Nreserve for nitrogen) are computed as

indicated in Equation (408) and the plant relative nutrient concentration of nitrogen

rNc [−], phosphorus rPc [−], and potassium rKc [−] can be computed as:

rNc = 1 +
Nreserve

TNSN
, (373)

if Nreserve < 0 and therefore the rNc is less than 1.
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Alternatively, when Nreserve > Nsto the rNc is larger than 1 and it is computed as:

rNc = 1 +
Nreserve −Nsto

TNSN
. (374)

Whenever Nreserve ranges from 0 to Nsto the relative nutrient concentration rNc

remains equal to 1, because of the buffering effect of changes in the nutrient storage

(Fig. 36a). Equations equivalent to (373) and (374) are used to compute rPc and

rKc . Such a modeling solution is adopted to avoid having tissue nutrient concentra-

tions oversensitive to fluctuations in plant nutrient status, which can be a problem

in terrestrial biosphere models that introduce stoichiometric flexibility (Zaehle and

Dalmonech, 2011; Zaehle et al., 2014) and usually it is not observed in nature. The

non-structural nitrogen TNSN , phosphorus TNSP and potassium TNSK are com-

puted as indicated in Section 19.
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Figure 36: (a) Changes in Nreserve and Nava normalized by Nsto as a function of relative
nitrogen concentration rNc

. The role ofNsto in buffering changes in nutrient concentration
is highlighted. If Nreserve is larger than Nsto or lower than zero rNc is changing. The
actual available nitrogen Nava is also reported and it is simply a shifted quantity from
Nreserve. (b) Changes in Nreserve normalized by Nsto as a function of the nutrient uptake
suppression function between 1 (total suppression) and 0 (no suppression).

Since nutrient uptake (Section 19.2) and carbon allocation depend on the plant

internal nutrient budget, the relative concentrations rNc [−], rPc [−] and rKc [−],

are typically constrained between 0.65 and 1.60 (Fig. 36a), which represent the

observed stoichiometric flexibility of non-structural tissues such as leaves and fine

roots (Meyerholt and Zaehle, 2015).

At each time step the availability of nitrogen Nava [g N m−2 V EG], phosphorus

Pava [g P m−2 V EG], and potassium Kava [g K m−2 V EG] to construct new tissue

is given by:

Nava = Nreserve + 0.35TNSN , (375)

Pava = Preserve + 0.35TNSP , (376)

Kava = Kreserve + 0.35TNSK . (377)
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Eq. (375)-(377) are imposing a stoichiometric constraint on tissue construction,

i.e., they can limit allocation of NPP , whenever the relative nutrient concentration

of non-structural tissues rNc , rPc or rKc is dropping at the 0.65 level, a level of

stoichiometric flexibility, which is rarely exceeded in reality. In other words, when

nutrient reserves in the model, Nreserve, are negative and equal -0.35 of TNSN , plant

growth is nutrient limited. Note that the negative sign in Nreserve is a modeling

convenience and simply means a depletion of nutrient in non-structural tissues (e.g.,

rNc < 1).

The nitrogen required, Nreq [g N m−2 V EG day−1] for the allocation of the un-

constrained NPP is given by the allocation fraction to the different tissues minus

the nutrient retained during tissue turnover:

Nreq = fl
NPP

CNl
+ ff

NPP

CNf
+ fc

NPP

CNc
+ fr

NPP

CNr
+ fs

NPP

CNs
+

Trl
CNl

+
Trr
CNr

+
Ssapw
CNh

− ftransf,l
Sleaf
CNl

− ftransf,r
Sroot
CNr

− TrC
CNc

− Ssapw
CNs

− Rexmy

CNc
+
AddAR

CNc
, (378)

where fx [−] are the allocation fractions for NPP (with x = l, f, c, r, s for leaves,

flower and fruits, carbohydrate reserves, fine roots, and living sapwood respectively,

Rexmy is the carbon exudated from roots and exported to mycorrhizal fungi (Section

17.3.2), AddAR is the additional allocation to carbon reserve due to environmental

constraints on growth (Section 17.3.7), and Ssapw [g C m−2 V EG day−1], Trl and

Trr [g C m−2 V EG day−1] are previously defined (Section 17.2). The terms ftransf,l

and ftransf,r are the resorbed fractions of nutrient in the leaves and fine roots.

The nutrient resorption fractions ftransf,l and ftransf,r are introduced to describe

translocation of nutrients from senescent leaves and fine roots (Thomas and Stoddart ,

1980; Chapin III et al., 1990; Reed et al., 2012; Vergutz et al., 2012; Cleveland et al.,

2013). This mechanism partially prevents the loss of nutrients for tissue turnover

(Section 19.1). Equivalent expressions to Eq. (378) can be written to compute

phosphorus Preq [g P m−2 V EG day−1], and potassium Kreq [g K m−2 V EG day−1]

requirements. If Nava, Pava, and Kava are larger than Nreq, Preq, and Kreq (the

typical case), there are enough nutrients to allocate entirely NPP to the different

tissues, otherwise a reduction factor fred [−] is computed for each nutrient (e.g., for

nitrogen) as:

fred =
Nava/dt

Nreq
, (379)

where dt is the time step in days and NPP is corrected as NPP = fredNPP .

The remaining fraction of unallocated NPP is lost through autotrophic respiration

as idling (or overflow) respiration Ri = 1 − fredNPP , because there is insufficient

nutrient availability to build tissues. This case should be regarded as rare, in natural

conditions, but can occur in nutrient poor soils or for crops where large quantities

of nutrients are subtracted through fruit and seed harvesting.
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17.3.6 Nitrogen control on photosynthesis and respiration

In several models, leaf nitrogen content is linked to leaf photosynthetic capacity

correlating linearly the maximum Rubisco capacity (Vmax) to nitrogen concentration

for unit of leaf area (Friend and Kiang , 2005; Zaehle and Friend , 2010; Bonan et al.,

2011; Clark et al., 2011; Oleson et al., 2013). Some models decompose Vmax into its

fundamental components as specific activity of Rubisco, nitrogen content of Rubisco

protein, fraction of leaf nitrogen in Rubisco and leaf nitrogen content (Niinemets

and Tenhunen, 1997; Thornton and Zimmermann, 2007; Niinemets et al., 2015). In

T&C, a relative photosynthetic efficiency factor erel,N is applied to scale Vmax to

account for changes in the relative nitrogen content in the leaves rNc as:

erel,N = ν(rNc − 1) + 1 , (380)

where ν = 0.5 is a smoothing factor to account for the fact that changes in leaf

nitrogen content do not directly imply a proportional change of nitrogen content in

the Rubisco protein (e.g., Ainsworth and Long , 2005). Note that since leaf main-

tenance respiration is related to Vmax, a change in erel,N has also consequences in

terms of leaf respiration. Maintenance respiration in the other living tissues is also

related to the nitrogen concentration through the carbon-nitrogen mass ratios CNs

and CNr (Section 17.1.3). The effects of these ratios for respiration are modified

using the relative nitrogen concentration coefficient for respiration RrNc , which is:

RrNc = min [1.85, ν(rNc − 1) + 1] , (381)

where the smoothing factor ν is still accounting for the fact that changes in nitrogen

content related to changes in plant-nutrient status do not directly imply a propor-

tional change in respiration. Furthermore, we assume that respiration costs for unit

of nitrogen cannot increase beyond 85% of the base respiration coefficient to avoid

unrealistic respiration costs at very high nutrient concentrations.

17.3.7 Environmental constraints

There is evidence from plant physiological literature suggesting that direct con-

trol of carbon sinks (defined as growth in the sense of carbon investment on plant

tissue expansion) via environmental factors could be more important than indirect

control via photosynthesis, the carbon source (Fatichi et al., 2014a). For example,

water- or temperature-limited plants tend to reduce growth but increase carbon stor-

age (Körner , 2003; Sala and Hoch, 2009; Woodruff and Meinzer , 2011; Sala et al.,

2012), which suggests that environmental controls act first on sink activity rather

than source activity (Körner , 2015). An option to introduce these environmental

constraints acting directing on plant growth is made available in T&C. When this

option is enabled a potential growth factor GF [gC m−2 day−1] is computed for

each day and it is compared with the NPP value of that day (Section 17.1). The

potential growth factor GF [gC m−2 day−1] accounts for temperature and water

129



limitations:

GF =
∑

(gcoef kT βR,all) , (382)

where gcoef [gC m−2 h−1] is the maximum allocation capacity in unstressed condi-

tions at a reference temperature Tref = 20 ◦C. The term kT [−] is a temperature

modulation coefficient and βR,all [−] is the water stress factor that decreases the

potential growth achievable in a given day and is computed in Eq. (384). The sum

operator integrates the hourly values throughout the day. When NPP is lower than

GF , the environmental conditions constrain carbon allocation to structural tissues

and a reduction factor fred = GF/NPP is computed to reduce the fraction of NPP

allocated to leaves, fruits, fine roots, and living sapwood. The remaining carbon

AddAR = (1 − fred)NPP is allocated to the carbohydrate reserve pool and can be

subsequently used by the plant when environmental conditions become favourable

again.

The temperature control is introduced because temperature influences several

metabolic processes (e.g., cell doubling time), determining the potential growth

rate of organs in the absence of other growth limiting factors (Pantin et al., 2012).

Most temperature-controlled processes of plant growth have been summarized by

Boltzmann-Arrhenius type equations, which describe a decrease in growth rates at

suboptimal and supra-optimal temperatures (Parent et al., 2010). Furthermore, a

5-6 ◦C threshold has often been identified to limit growth in cold adapted species,

irrespective of photosynthetic activity, which typically ceases only at freezing point

(Körner , 2008). The temperature modulation coefficient kT is therefore adapted

from Parent et al. (2010):

kT = exp
[Ha(Tv − Tref )

(Tref RTv)

]1 + exp
(
Tref∆S−Hd

Tref R

)
1 + exp

(
Tv∆S−Hd

Tv R

) , (383)

where R = 8.314 [J mol−1 K−1] is the universal gas constant, Ha = 76 [kJ mol−1] is

the activation energy, and Hd = 285 [kJ mol−1] is the deactivation energy, which de-

scribes the rate of decrease above the optimum temperature. The term ∆S = 0.933

[kJ mol−1 K−1] is the so-called “entropy factor”, Tref = 273.15 [K] is a reference

temperature, and Tv [K] is the canopy temperature in Kelvin. Additionally, in order

to account for the observed cessation of growth activity below 5 ◦C (Körner , 2008),

kT is assumed to be equal to zero when Tv < 5 ◦C.

When water limitations occur, there is evidence that cambial and leaf growth

are inhibited at much lower levels of water stress (higher water potentials) than

photosynthesis (Muller et al., 2011; Tardieu et al., 2011). A decrease in xylem-

or leaf water potential implies a reduction in cell turgor and in the capacity to

transport sugars (Woodruff et al., 2004; Sala et al., 2011; Woodruff and Meinzer ,

2011). Specifically, lower cell turgor has the potential to limit cell wall expansion,

cell wall synthesis and protein synthesis (Lockhart , 1965; Hsiao, 1973; Sala et al.,

2011). In order to account for these effects, the water limitation control βR,all,i [−]
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is adapted from (Muller et al., 2011) and it is computed as function of leaf water

potential ΨL [MPa] at the hourly scale (Section 13):

βR,all,i = 1− 1

1 + exp(pGΨL + qG)
, (384)

with pG and qG two parameters computed from the knowledge of water potential

thresholds where hydraulic growth is impaired of 50% and 99%, ΨG,50 and ΨG,99,

respectively. The daily average value βR,all is then computed as average of the hourly

βR,all,i values.

17.4 Tissue turnover

A parametrization of transformation of dead leaves, fine roots, fruits and flow-

ers, and heartwood pools into litter, and a conversion of living sapwood to dead

sapwood/heartwood and living leaves to dead leaves is necessary to account for pro-

cesses of organic matter turnover and plant structural growth. The turnover rates

of green aboveground biomass, Sleaf [g C m−2 V EG day−1], fine root biomass Sroot

[g C m−2 V EG day−1], fruit and flowers biomass Sflfr [g C m−2 V EG day−1], and

heartwood Swood [g C m−2 V EG day−1] are linear functions of biomass. The amount

of sapwood biomass converted to heartwood Ssapw [g C m−2 V EG day−1] and the

leaf abscission rate Sldea [g C m−2 V EG day−1] are also linear functions of their

biomasses. These turnover and conversion rates are parameterized based on tissue

longevity. The leaf turnover rate and leaf abscission are also related environmental

controls, such as drought and cold stresses. The equations used to calculate the

tissue turnover are:

Sleaf =
[
dleaf,a + dleaf,c + dleaf,d

]
Cleaf , (385)

Ssapw = dsapw Csapw , (386)

Sroot = droot Croot , (387)

Swood = WmCheaw , (388)

Sflfr = Mf Cflfr , (389)

Sldea = dldead Cldea , (390)

where dsapw [day−1] is the living sapwood conversion rate to heartwood, droot [day
−1]

is the turnover rate for fine roots, dleaf,a, dleaf,c, and dleaf,d [day−1] represent the

turnover rates of green aboveground biomass due to ageing, cold stress, and drought

stress, respectively (Levis et al., 2004; Arora and Boer , 2005; Ivanov et al., 2008b).

The term dldead [day−1] is the abscission rate of standing dead-leaves, which is a

function of the age of dead leaves and for grass (Ξ = 2) also of air temperature. The

term Mf [day−1] is a coefficient that accounts for fruits and flowers abscission and

Wm [day−1] is the dead-wood turnover to litter. The Wm coefficient embeds all the

processes that lead to structural wood turnover from tree self-pruning, forest self-

thinning, and other external factors that can cause plant mortality such as diseases

or insect attacks (Hawkes, 2000). Catastrophic natural disturbances such as wildfire,
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windthrow, and management actions as forest logging or thinning are instead dealt

with in the management module (Section 22).

The coefficients dsapw, droot, Mf , and Wm are parameters of the model and are

assumed to be constant, even though there is evidence suggesting that Wm can be a

function of the age or standing biomass (Bugmann and Bigler , 2011; Manusch et al.,

2012). Typical values for living sapwood conversion to dead sapwood/heartwood are

dsapw = 1/365−1/900 [day−1]. The turnover rate of fine roots droot has typical values

of droot = 1/240− 1/1500 [day−1] (Foley et al., 1996; Kucharik et al., 2000; Gill and

Jackson, 2000; Bonan et al., 2003; Arora and Boer , 2005; Wramneby et al., 2008),

even though field observed turnover rates tend to overestimate the values of droot

needed in the model to obtain more realistic amounts of fine roots.

Values forWm can be derived using global relationships between ANPP [g DM m−2 yr−1]

and standing aboveground biomass AGB [MgDM ha−1] (Keeling and Phillips,

2007;Keith et al., 2009; Pan et al., 2013;Michaletz et al., 2014; Chu et al., 2016). The

scatter in these global relationships is considerable (Figure 37a). For a given level

of ANPP, different values of standing biomass can be observed as a consequences of

different demographic, climatic, and edaphic factors as well as occurrence of various

type of disturbances. When an upper envelope of the ANPP-AGB relationship is

selected (e.g., the 80th percentile), this can be assumed to roughly correspond to the

maximum standing biomass at a given ANPP value, when disturbances and other

external limiting factors to biomass accumulation are not predominant. If the frac-

tion of ANPP allocated to aboveground wood is known or computed with T&C, one

can approximate the value of wood turnover time Wm, in absence of catastrophic

disturbances (Figure 37b).

There is not much literature evidence for the average turnover rate of fruits and

flowers Mf , which determines how long they reamain on the plant and it is likely

to strongly depend on the specific species. Realistic values are typically assumed

Mf = 1/50− 1/200 [day−1].

17.4.1 Leaf turnover, shedding, and environmental stresses

A fraction of green aboveground biomass leaves (or grass plus stalks) is lost every

time step as a function of leaf age. This is based on the fact that even though meteo-

rological conditions may remain favorable, plants (in particular evergreen trees) have

to renew their leaves simply because old leaves become inefficient. The dynamics

of leaf age, AgL [day], are tracked explicitly and dleaf,a is parameterized according

to AgL with a modification of the approach first proposed by Krinner et al. (2005).

This is a relatively different modeling solution since, typically, terrestrial biosphere

models do not calculate explicitly leaf age, and they use a constant turnover rate,

dleaf,a (Bonan et al., 2003; Arora and Boer , 2005; Ivanov et al., 2008b).

The equation used to determine the turnover rate, dleaf,a, as a function of leaf age

depends on the vegetation type (Ξ). For deciduous plants (Ξ = 1) turnover rate

follows a fourth power equation of leaf-age as proposed by Krinner et al. (2005)

(Eq. 392). For evergreen and grass types the fourth power equation was found to be
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Figure 37: Observed relation between aboveground standing biomass (AGB) and above-
ground net primary production ANPP in the Keeling and Phillips (2007) and Michaletz
et al. (2014) datasets, the fit of Keeling and Phillips (2007) is reported along with the
20-50-80 percentiles for binned value of ANPP (bins are 100 gDM m−2 year−1]), the line
fitted to the 80th percentile is shown (subplot a). Wood turnover rate assuming maximum
aboveground biomass corresponding to the 80th percentile envelope and aboveground
long-term allocation to wood equal to 1/2, 1/3 and 1/4 of the total ANPP (subplot b).

inadequate, since it produces a too rapid biomass loss when the critical age threshold,

Acr, is exceeded and, conversely, a rather slow turnover for relatively young leaves.

For these reasons, a simpler linear expression is proposed to estimate turnover for

evergreen (Ξ = 0, Eq. 391) and grass species (Ξ = 2, Eq. 393). For grass species

an upper limit to the turnover rate is imposed to account for a general resilience

of old grass to turn over when favorable conditions are lasting toward the end of

the growing season. Finally, for seasonal tropical evergreens (Ξ = 3), the turnover

rate of leaves is assumed to be proportional to the ratio of newly produced leaves to

the total biomass (NBLeaf/Cleaf ), thus generating faster turnover times during leaf

production and mimicking the observed behavior of shedding old leaves to create

space for new ones (Wu et al., 2016). For an aseasonal forest NBL(t)
CL(t)

= 1
AL,cr

and dL

becomes equal to the Eq. 391 for (Ξ = 0).

dleaf,a =
AgL
A2

cr

, if Ξ = 0 , (391)

dleaf,a = min

[
0.99,

1

Acr

(
AgL
Acr

)4
]
, if Ξ = 1 , (392)

dleaf,a = min

[
1

Acr
,
AgL
A2

cr

]
, if Ξ = 2 , (393)

dleaf,a =
NBLeafAcr

Cleaf
,
AgL
A2

cr

, if Ξ = 3 , (394)

where AgL [day] is the average leaf age, NBLeaf [g C m−2 V EG day−1] is the amount

of carbon corresponding to leaves created in the previous time step (both described

in Section 20.4), and Acr [day] is the critical leaf age or leaf lifespan, which is a species
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dependent parameter. Typical values proposed in literature for Acr range from 120

[day] for grasses species to more than a 1000 [day] for evergreen trees (Foley et al.,

1996; Bonan et al., 2003; Krinner et al., 2005; Arora and Boer , 2005; Wramneby

et al., 2008; Wright et al., 2004; Sato et al., 2007). The graphical behavior of the

four turnover-age functions, in relative terms, is shown in Figure 40.
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leaf age, AgL/Acr [−], for normal evergreen (Ξ = 0), deciduous (Ξ = 1), grass (Ξ = 2)
and seasonal tropical evergreens (Ξ = 3) for three levels of NBLeaf/Cleaf .

Environmental and meteorological conditions may impose additional controls on

the loss of green aboveground biomass (Kozlowski and Pallardy , 2002; Ivanov et al.,

2008b). Two further turnover rates are introduced to account for drought and cold

stress. Leaf foliage losses due to the severity of a drought or the effect of chilling

are not well understood neither from first principle physiological mechanisms nor

quantitatively. However, they are occurring and they need to be included in models

through conceptual parameterizations. The drought-induced foliage loss rate, dleaf,d

[day−1], is parameterized similarly to Arora and Boer (2005); Ivanov et al. (2008b).

The rate dleaf,d is a function of the species-dependent, maximum drought loss rate

ddmax [day−1] and of a daily averaged soil moisture stress factor in the root zone

(Section 13) for leaf shedding, βR [−].

dleaf,d = ddmax(1− βR)
3 , (395)

with:

βR = 1− 1

1 + exp(pDΨL + qD)
, (396)

where ΨL [MPa] is the leaf water potential and pD and qD are two parameters

computed from the knowledge of water potential thresholds where leaf hydraulic

conductivity start to be hydraulic limited and where it loses 50% of conductivity,
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ΨL,0 and ΨL,50, respectively. The daily average value βR is computed as an average

of the hourly βR,i values. Given the shape of Eq. (396), the value of βR would be

always smaller than one, implying that the plant is never completely unstressed, to

avoid this problem when βR > 0.95, it is assumed to be equal to 1. Note that βR is

not equal to βR,all (Eq. 384) since different water potential thresholds are used. The

power exponent 3 of Eq. (395) reflects the sensitivity of leaf shedding to drought

and is taken from Arora and Boer (2005). The parameter ddmax [day−1] is diffi-

cult to determine, because it is a conceptual representation of a poorly understood

mechanism. Model experience suggests values of ddmax = 1/10 − 1/40 for drought

decidous plant and grasses that allow plants to shed their leaves when unfavourable

soil moisture conditions occur without having to spend a large amount of carbon in

tissue maintenance with negative NPP. Values of ddmax = 1/200 − 1/365 [day−1]

are more typical of deciduous and evergreen plants that preserve their leaf cover

investment during relatively short drought periods with negative NPP, waiting for

favourable conditions.

The rate of foliage loss due to cold stress, dleaf,c [day
−1], is assumed to be a linear

function of air temperature below a certain threshold temperature (Cox , 2001):

dleaf,c = dcold(Tcold − Ta)(Ta ≤ Tcold) , (397)

where dcold [day
−1 ◦C−1] is a linear coefficient, species-dependent, for foliage loss due

to cold temperatures and Ta [
◦C] is the air temperature. The temperature threshold,

Tcold [◦C], is a species-dependent parameter that demarcates the temperature below

which cold temperatures start the leaf shedding. This parametrization assumes that

leaf shedding due to cold stress increases linearly with temperature once the thresh-

old Tcold is exceeded (towards lower values). As stated for leaf shedding induced by

drought, the underlaying physiological mechanisms governing these processes are not

understood and no mechanistic model exists. Consequently, the assumption behind

Eq. (397) is only indirectly tested through satisfactory model performance. The

threshold Tcold is, indeed, higher for cold intolerant plants, for vegetation located

in warmer climates and for deciduous species compared to evergreen ones. Note

that foliage loss due to cold stress is mostly playing a role in seasonally temperate

climates, where leaf loss of deciduous species and partially of evergreens occur be-

fore winter. Boreal or high-elevation species are parameterized with extremely low

thresholds, which are never exceeded, as well as tropical plants never experience cold

leaf stress because of the warm climate throughout the entire year. The parameter

dcold is correlated to Tcold and has been found to be mostly a function of the veg-

etation category and climate. For example, dcold = 1/10 − 1/15 is used for winter

deciduous species, dcold = 1/50 for temperate grass species, dcold = 1/5 for boreal

evergreens, dcold = 1/120− 1/150 for evergreens with partial winter leaf shedding.

Finally, the equation used to determine the abscission of the standing dead-leaves
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dldead, is a function of the average dead-leaf age AgDL:

dldead = min

[
0.99,KLf

(
AgDL

Klf

)4
]
, (398)

where KLf [day−1] is a dead-leaf abscission parameter, which is assumed constant

for all broad vegetation categories except grass species (Ξ = 2), where KLf =

KLf2
0.1(Ta−20) is a function of the air temperature Ta (Lazzarotto et al., 2009). In

grass, the transition between dead-standing biomass and litter is in fact regulated

by air temperature with a faster transition during warmer periods than colder pe-

riods, where dead-standing grass plus stalks can persist for long-time. The fourth

power dependence of dldead on dead-leaf age assures that a rapid conversion of dead-

standing leaves into litter is achieved once the dead leaves are ageing and before a

new growing season begins. Typical values of KLf = 1/15 − 1/80 [day−1] are used

with faster leaf-abscission rates in tropical environments.

18 Plant biophysical relations

Each vegetation unit is characterized by several structural vegetation attributes,

such as canopy height Hc [m], leaf area index LAI [m2 leaf aream−2 V EGarea],

stem area index SAI [m2 stem aream−2 V EGarea], leaf area index of stand-

ing dead leaves LAIdead [m2 leaf aream−2 V EGarea], root length density RL

[mroot m−2 V EG]. All these attributes are expressed for unit of Crown Area, i.e.,

for m−2 V EGarea.

Although all the attributes of vegetation are dynamic components (time-varying)

only LAI, RL, and grass canopy height are dynamic components in this version

of T&C, while the other attributes are assumed to be constant and they must be

specified as model inputs for each vegetation unit. Vegetation properties can be

obtained from literature: for instance Jackson et al. (1996) provide a comprehensive

study of the root distributions for a variety of species. Bonan (1996) provides typical

values of leaf dimension for various plant types, and Simard et al. (2011) provide a

global map of canopy height just to cite a few examples.

18.1 Leaf and Stem Area Index

In each vegetation unit, LAI [m2 leaf aream−2 V EGarea], is related to the green

aboveground biomass carbon pool:

LAI = Cleaf SLAI . (399)

The term SLAI [m
2 LAI g C−1] is the specific leaf area of biomass, which is a species-

dependent parameter. Vegetation models are quite sensitive to the values of SLAI ,

since it represents the ability of plants to invest in leaf cover and therefore additional

photosynthetic potential. It has been found that SLAI generally increases with

photosynthetic capacity and leaf nitrogen content and decreases with leaf life span
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(Schulze et al., 1994; Reich et al., 1997; Wright et al., 2004). Reference values

of SLAI are relatively easy to find in literature and typical values of SLAI range

between 0.005-0.050 [m2 LAI g C−1] (Schulze et al., 1994; Foley et al., 1996; Kaduk

and Heimann, 1996; Friend et al., 1997; Reich et al., 1997, 1998a; Kucharik et al.,

2000; Cox , 2001; Bonan et al., 2003; Wright et al., 2004; Sato et al., 2007; Wramneby

et al., 2008).

There is evidence that SLAI is not constant throughout the canopy but tend to

decrease at the top of the canopy, which has thicker leaves (lower SLAI), while at the

bottom of the canopy there are thinner leaves (higher SLAI) (Niinemets and Kull ,

1998; Koch et al., 2004; Niinemets et al., 2015). This vertical gradient of SLAI can

be accounted for in the computation of LAI (Thornton and Zimmermann, 2007), as

SLAI(x) = SLAI,0 +mSL x, if SLAI is assumed to be a linear function of the canopy

depth x expressed as overlying leaf area index and of SLAI,0, the specific leaf area

at the top of the canopy. Thornton and Zimmermann (2007) provide the solution

of LAI as a function of leaf biomass integrating through the canopy profile:

LAI = SLAI,0

(
exp (mSLCleaf )− 1

mSL

)
, (400)

where mSL [m2 LAI g C−1 m2 V EG (m2 LAI)−1] is a scaling factor that account

for the linear decrease of SLAI with increasing LAI. Thornton and Zimmermann

(2007) also provide the expressions to compute the SLAI of shaded and sunlit portion

of the canopy.

While Eq. (400) is theoretically more appealing than using a constant SLAI (Eq.

399), it has been tested and found to create unrealistic cheap investments in leaf

biomass at high value of LAI, where SLAI progressively increases. For this reason,

while both options are available in T&C, the option with a constant SLAI is preferred

and can be simply obtained imposing mSL = 0. Another potential issue in using Eq.

(400) is that the maximum Rubisco capacity at 25◦C V L
max at the top of the canopy

(Section 6.6.2) cannot depend anymore on the nitrogen content profile, because with

this option nitrogen content for unit of mass is assumed constant and nitrogen for

unit of area is scaled coherently with the profile of SLAI . While generally, nitrogen

content for unit of mass does not vary much with canopy profile (Dewar et al., 2012;

Niinemets et al., 2015), the assumption of scaling leaf to canopy photosynthetic

capacity based solely on SLAI has been found restrictive and to provide worse result

than using an exponential profile of nitrogen content (Section 6.6.2).

Equivalently to the LAI of living green aboveground biomass, the LAIdead [m
2 leaf area

m−2 V EGarea] of standing dead leaves is related to its biomass carbon pool using

the specific leaf area index:

LAIdead = Cldea SLAI . (401)

The specific leaf area index of dead biomass is assumed equal to the green biomass

while the optical properties of LAIdead are parameterized differently from living

biomass as explained in Section 4.2.1. If mSL ̸= 0 then an equation similar to Eq.
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(400) is used also to compute LAIdead.

The stem area index SAI [m2 stem aream−2 V EGarea] is a structural attribute

and can be theoretically computed as:

SAI =

(
(1− fv)(DHc) + (fv)

πD2

4

)
Tρ

Ccrown
, (402)

where the coefficient fv [−] is the fraction of stem and branches that can be regarded

as prevalently vertical, Tρ is the tree density [number of individuals m−2 ground],

D [m] is the average wood trunk diameter andHc [m] is the canopy height. Since tree

diameter and canopy height are not dynamically evolved, SAI [m2 SAI m−2 V EG]

remains constant through time in T&C.

18.2 Root profile and length density

While fine root biomass Croot is dynamically updated in the model, the root profile

distribution with ZR(z) is constant throughout the simulation. The root biomass

profile is explicitly represented using the fractions of root biomass at different depths

ri [−], for each layer of soil i in the soil profile (Section 12.2) . Four different options

are available in T&C to define the root profile distribution (Jackson et al., 1996;

Feddes et al., 2001; Schenk and Jackson, 2002; Arora and Boer , 2003; Collins and

Bras, 2007) and they are described in Section 12.2. In the most general case, the

rooting depth that contains 50% ZR,50 [mm] and 95% ZR,95 [mm] of fine root biomass

and the maximum rooting depth ZR,max [mm] are required to completely define the

root profile. The root profile corresponds to the distribution of fine roots responsible

for water uptake. Since usually no differentiation is made between fine and coarse

root distributions the two profiles are considered equivalent.

The root length density RL [mroot m−2 V EG], is computed from the fine root

biomass Croot as:

RL =
Croot

ρroot πr2root
, (403)

where ρroot = 122 [kgC m−3] is the carbon root density and rroot = 0.5 [mm] is

an average radius of fine roots, assumed to be constants in T&C. The root length

density RL is then used in the computation of the soil-to-root resistance (Section

13.3).

18.3 Canopy height

Canopy height, Hc [m], represents the distance between the ground surface and

the top of the canopy and is a constant in this version of T&C for tree and shrub

plant forms, while it changes in time for grass species (Ξ = 2).

Grass height is computed from LAI, using the Allen et al. (1989, 1998) equation,

Hveg = 24LAI∗, where Hveg [m] is the grass height, limited to 1.2 m and LAI∗ =

LAI + LAIdead/3 is an equivalent LAI that accounts for the fact that dead leaf

biomass does not contribute as much as alive biomass to grassland height. Different
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empirical equations exist and provide similar LAI for heights of less than 20 cm

(Pocock et al., 2010).

18.4 Leaf dimension

The characteristic leaf dimension dleaf [cm] is a model input, which affects the

computation of the leaf boundary layer resistance (Section 6.3). The value of dleaf

is considered time-invariant in the model even though in reality it changes with

leaf-age for a few days/weeks after leaf-onset.

18.5 Additional structural attributes

From a theoretical point of view, for woody species there is a number of other

structural attributes (including Hc) that can evolve dynamically in time. This is

only enabled in particular applications of T&C (e.g., plantations, crops), which

otherwise does not account for structural changes beyond the ones described earlier

in this Section. The carbon pools that form the woody part of the aboveground

plant are the aboveground heartwood carbon pool, fabCheaw [g C m−2 V EG], the

aboveground sapwood, fabCsapw, [g C m−2 V EG] and the aboveground carbohydrate

reserve fabChydr [g C m−2 V EG] (Section 17.2). Considering the woody part of the

plant halfway between a cylinder and a cone:

Vtree =
Ccrown

Tρ

(
fabCheaw

ρheaw
+
fabCsapw

ρsapw
+
fabChydr

ρsapw

)
, (404)

Vtree =
πD2Hc

6
, (405)

where Vtree [m3 , number of individuals−1] is the volume of wood of an average

representative tree, ρheaw and ρsapw [g C m−3] are the heartwood and sapwood

carbon wood density respectively, D [m] is the average wood trunk diameter, Tρ

[number of individuals m−2 ground] is the tree population density, Ccrown is the

Crown Area fraction, expressed by Ccrown = TρAcrown [m2 V EGm−2 ground], with

Ccrown ≤ 1; and Acrown [m2 V EG , number of individuals−1] is the average crown

extension of an individual. Equations (404) and (405) contain several implicit as-

sumptions about the shape of the tree and the density of different tissues. Equations

(404) and (405), are in essence a single independent equation with four unknowns:

D, Acrown, Hc, and Tρ. Therefore, further allometric relations are necessary to esti-

mate the vegetation structural parameters. Equations relating Acrown and Hc to D

are of the form:

Acrown = k1D
k3 , (406)

Hc = k2D
k4 , (407)

where k1 [m2−k3 ], k2 [m1−k4 ], k3 [−], and k4 [−] are allometric constants, species

dependent (e.g., Falster et al., 2015). Typical values assumed by the allometric

constants are: k1 = 100 − 200, k2 = 28 − 40, k3 = 1.6, k4 = 0.5 − 0.83, (Sitch
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et al., 2003; Sato et al., 2007). For the scaling parameter k3 and k4, theoretical

values of k3 = 1.33 and k4 = 0.66 based on universal scaling in tree and vascular

plant allometry have been also calculated (Enquist , 2002; West et al., 2009). Sub-

stituting Eq. (406) and (407) in (404)-(405) allows to solve iteratively for D if Tρ

is known. Consequently, a dynamic structural representation of the canopy includ-

ing a time varying canopy fraction, Ccrown, can be achieved. When TρAcrown ≥ 1

only (407) is substituted into (404). The knowledge of the population density, Tρ

[number of individuals m−2 ground] is a critical element, and while Tρ is roughly

a constant for plantations or managed forests, it changes through time in natural

ecosystems. In order to obtain a dynamic evolution of vegetation Tρ should also

evolve in time as a consequence of forest demography (species competition, mortal-

ity, establishment), which is not currently simulated in T&C. A possibility exist of

computing Tρ using the self-thinning law (Yoda et al., 1963; Wolf et al., 2011a), but

this is not currently implemented in T&C. In any case, the above parameterization

is solely valid for ecosystems composed by trees of similar size, as plantations, and

cannot handle the large variability in tree size and height that is observed in forest

with frequent disturbances.

19 Plant nutrient budget

The nutrient budget of the plant is obtained by computing changes in nutrient

reserves of nitrogen Nreserve [g N m−2 V EG], phosphorus Preserve [g P m−2 V EG],

and potassium Kreserve [g K m−2 V EG]. “Nutrient reserve” is a modeled quantity

that accounts for real reserves and for stoichiometric flexibility as explained in Sec-

tion 17.3.5. The term Nreserve (nitrogen is used as an example but the model also

considers P and K) can, in fact, become negative when nitrogen tissue concentra-

tion falls below the targeted stoichiometry. More generally, Nreserve should range

from −0.35TNSN to Nsto + 0.60TNSN , which accounts for both maximum nutri-

ent reserve size Nsto and stoichiometric flexibility (Section 17.3.5). The term TNSN

[g N m−2 V EG] is the non-structural content of nitrogen as described below. The

reserve budgets are expressed as:

dNreserve

dt
= Nuptake −

dTSN
dt

−Nexport,l , (408)

dPreserve

dt
= Puptake −

dTSP
dt

− Pexport,l , (409)

dKreserve

dt
= Kuptake −

dTSK
dt

−Kexport,l , (410)

where Nexport,l, Pexport,l, and Kexport,l [g X m−2 V EG day−1] are the nutrients ex-

ported from living tissue through tissue turnover and Nuptake, Puptake, and Kuptake

[g X m−2 V EG day−1] are the fluxes of nutrients taken up from soil. The changes in

total nutrient content in the plant (e.g., dTSN/dt) are a consequence of changes

in carbon content of the various pools. The total nutrient content of nitrogen

TSN [g N m−2 V EG], phosphorus TSP [g P m−2 V EG] and potassium TSK
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[g K m−2 V EG] are given by:

TSN =
Cleaf

CNl
+
Csapw

CNs
+
Croot

CNr
+
Chydr

CNc
+
Cflfr

CNf
+
Cheaw

CNh
, (411)

TSP =
Cleaf

CPl
+
Csapw

CPs
+
Croot

CPr
+
Chydr

CPc
+
Cflfr

CPf
+
Cheaw

CPh
, (412)

TSK =
Cleaf

CKl
+
Csapw

CKs
+
Croot

CKr
+
Chydr

CKc
+
Cflfr

CKf
+
Cheaw

CKh
, (413)

Even in absence of tissue turnover a transfer of carbon among the pools or an

increase in the total amount of carbon must be accompanied by a change in the

total nutrient content of the plant. This can be supported by a change in the

nutrient reserves or by nutrient uptake (Eq. 408-410). An excess of nutrient uptake

with respect to use may lead to an increase in nutrient tissue concentration (e.g.,

Nreserve > Nsto), an insufficient uptake with respect to use may lead to a decrease

in nutrient tissue concentration (e.g., Nreserve < 0), which can ultimately lead to

stoichiometric limitations on growth as described in Section 17.3.5.

The non-structural nutrient content of nitrogen TNSN , phosphorus TNSP and

potassium TNSK are given by equivalent expressions of Eq. (411) to (413) but

without accounting for the nutrients contained in Csapw and Cheaw, which are the

structural pools. The quantities TNSN , TNSP and TNSK are used in Section

17.3.5 to compute the plant relative nutrient concentrations for nitrogen rNc [−],

phosphorus rPc [−], and potassium rKc [−].

19.1 Plant nutrient export

The total flux of nutrients exported from living plant tissues Nexport,l, Pexport,l,

and Kexport,l [g X m−2 V EG day−1] are:

Nexport,l = rNc(1− ftransf,l)
Sleaf
CNl

+ rNc

Sflfr
CNf

+

rNc(1− ftransf,r)
Sroot
CNr

+
Swood

CNh
, (414)

Pexport,l = rPc(1− ftransf,l)
Sleaf
CPl

+ rPc

Sflfr
CPf

+

rPc(1− ftransf,r)
Sroot
CPr

+
Swood

CPh
, (415)

Kexport,l = rKc(1− ftransf,l)
Sleaf
CKl

+ rKc

Sflfr
CKf

+

rKc(1− ftransf,r)
Sroot
CKr

+
Swood

CKh
, (416)

where Sleaf , Sroot, Sflfr, Swood [g C m−2 V EG day−1] are the turnover rates of

green aboveground biomass, fine roots, fruit and flowers, and wood, and ftransf,l

and ftransf,r are the resorbed fractions of nutrient in the leaves and fine roots de-

fined previously. The nutrient export simply follows the target stoichiometry of the

different tissues (CNl, CNr, CNf and CNh), which for non-structural tissues can
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be modified according to the relative nutrient concentrations: rNc , rPc , and rKc .

Nutrient resorption in leaves and fine roots occurs before these nutrient rich tissues

are turned over in order to preserve nutrient within the plant, given the relatively

large cost of their acquisition (Reed et al., 2012; Vergutz et al., 2012; Cleveland et al.,

2013). Theoretically these fractions are a function of environmental conditions and

plant nutrient status (Brzostek et al., 2014; Shi et al., 2016; Zhang et al., 2018),

however in T&C ftransf,l and ftransf,r are assumed to be constant when nutrient

reserves are below the maximum nutrient storages (Nsto, Psto, Ksto). Whenever the

relative nutrient concentrations exceed 1 the fractions of nutrient resorption in the

leaf and fine root ftransf,l and ftransf,r are set equal to zero, because the plant has

an excess of nutrients and does not need to resorb them. Such a modeling solution

allows for some flexibility in the long-term nutrient resorption.

19.2 Plant nutrient uptake

Plant uptake of mineral nutrients can occur directly from fine roots and it can be

passive, i.e., following the transpiration flow, or active, i.e., regulated and against

concentration gradients (e.g., Haynes, 1990; Porporato et al., 2003). Additionally,

mycorrhizal symbiosis can also contribute to nutrient acquisition (Marschner and

Dell , 1994; Smith and Smith, 2011; Hinsinger et al., 2011). The nutrient uptake

rates (e.g., NH4up) are computed for unit of ground area and they are converted to

unit of vegetated areas (e.g., Nuptake [g X m−2 V EG day−1]) for being used in the

plant nutrient budget (e.g., Eq. 408).

Nuptake = (NH4up +NO3up)(1− SupN )/Ccrown , (417)

Puptake = Pup(1− SupP )/Ccrown , (418)

Kuptake = Kup(1− SupK)/Ccrown , (419)

where SupN , SupP , SupK [−] are nutrient uptake suppression functions bounded

between 1 (total suppression) and 0 (no suppression). These functions are essential

to decrease the nutrient uptake of the plant based on its nutrient status. Specifically,

they are computed as linear functions of the amount of nutrient reserves and they

also account for total nutrient content in non-structural tissues:

SupN =
Nreserve − 0.8Nsto

0.6TNSN + 0.2Nsto
, (420)

SupP =
Preserve − 0.8Psto

0.6TNSP + 0.2Psto
, (421)

SupK =
Kreserve − 0.8Ksto

0.6TNSK + 0.2Ksto
. (422)

The suppression of nutrient uptake starts when Nreserve are 80% of the nutrient

maximum storage capacity Nsto and reaches its maximum for a relative nutrient

concentration of 1.6 (Fig. 36b). These coefficients prevent plants from taking up

nutrients when their tissue concentrations are already very high, i.e., 60% in excess

of the targeted nutrient concentration. However, this does not imply that relative
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nutrient concentrations cannot exceed this threshold as a result of a shift in the dis-

tribution of carbon among the pools. The total nutrient content is indeed computed

as a single quantity, Eq. (411) to (413).

The actual nutrient uptake rates per unit of ground area NH4up, NO3up, Pup, and

Kup are computed as the maximum between passive uptake occurring through the

transpiration stream and active uptake influenced by the amount of fine roots Croot,

ectomycorrhizae CEM , and arbuscular mycorrhizae CAM . The expressions below are

in absence of uptake suppression; once uptake suppression takes place, the NH4up,

NO3up, Pup, andKup are down-regulated using SupN , SupP , and SupK as described

in Eq. (417) to (419).

NH4up = max[NH4up,a, NH4up,p] , (423)

NO3up = max[NO3up,a, NO3up,p] , (424)

Pup = max[Pup,a, Pup,p] , (425)

Kup = max[Kup,a,Kup,p] . (426)

Of course, nutrient uptake rates are also limited by the actual availability of ammo-

nium, nitrate, and mineral available phosphorus and potassium in the soil.

Passive uptake rates NH4up,p, NO3up,p, Pup,p, and Kup,p [g X m−2 day−1] are

computed as:

NH4up,p = aNH4NH4
T

V T
, (427)

NO3up,p = aNO3NO3
T

V T
, (428)

Pup,p = aP Pmin
T

V T
, (429)

Kup,p = aK Kmin
T

V T
, (430)

where NH4, NO3, Pmin, and Kmin, [g X m−2] are the ammonium, nitrate, and

mineral available phosphorus and potassium in the soil, T [mmday−1] is the tran-

spiration flux from the biogeochemically active depth, V T [mm] is the total volume

of water in the biogeochemically active depth, and aNH4, aNO3, aP , and aK [−] are

the solubility coefficients for ammonium, nitrate, phosphorus, and potassium (Table

8).

Active uptake [g X m−2 day−1] is the sum of uptake rates given by fine roots,

ectomycorrhizae, and arbuscular mycorrhizae:

NH4up,a = NH4up,r + EM NH4up,em + (1− EM)NH4up,am , (431)

NO3up,a = NO3up,r + EM NO3up,em + (1− EM)NO3up,am , (432)

Pup,a = Pup,r + EM Pup,em + (1− EM)Pup,am , (433)

Kup,a = Kup,r + EM Kup,em + (1− EM)Kup,am , (434)

where EM is the ground area covered by plants associated with ectomycorrhizal
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fungi and 1− EM corresponds to the fraction of plants associated with arbuscular

mycorrhizae in a given computational element.

The active uptake rate Xup [g X m−2 day−1] of a generic nutrient with concentra-

tion CX [g X m−3] is computed in analogy to Fick’s laws of diffusion, considering

the nutrient concentration in the soil and a characteristic length LX [m] representing

the average distance between the nutrient in the soil and the fine root or mycorrhizal

hypahe taking up nutrients. This is a highly simplified approach that ignores nutri-

ent concentration variability in the rhizosphere and complex biochemical processes

involved in the solute uptake (e.g., Haynes, 1990). However, it is intended to link

uptake rates to the major controls of nutrient uptake at the ecosystem scale. Uptake

rates for unit of root or hypahe are upscaled using the amount of roots or hypahe

actually present in the soil (e.g., expressed through the fine root areal index, RAI

[m2rootm−2ground]).

Xup = VD
CX

LX
RAI , (435)

where VD [m2 day−1] is a diffusion coefficient at the root or hypha interface, the

concentration gradient ∆CX is approximated with the concentration CX in bulk

soil and the characteristic length LX is computed as (Daly et al., 2004; Manzoni

et al., 2014):

LX =

√
2Zbiog

RL
, (436)

where Zbiog [m] is in this case the depth of the biogeochemically active zone and

RL is the root length density [mroot m−2 ground], which is related to RAI as

RL = RAI/rroot, where rroot [m] is the average radius of fine roots. The root length

density can be expressed as a function of of the root biomass Broot [g C m−2], root

radius rroot, and tissue density ρr [g C m−3] as:

RL =
Broot

ρr r2root
. (437)

Re-arranging Eq. 435 with the nutrient expressed for unit of ground area X =

CX Zbiog [g X m−2] and using the definition of LX , RAI, and RL, we obtain:

Xup = VD
X B

3/2
root√

2 r2root Z
3/2
biog ρ

3/2
r

, (438)

if the denominator is expressed as a single resistance term:

rr =
√
2 r2root Z

3/2
biog ρ

3/2
r , (439)

with rr in [g C3/2m−1], one can re-cast Eq. 438 as:

Xup = VD
X B

3/2
root

rr
. (440)
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Equivalent expressions can be written for ectomycorrhizal fungi and arbuscular my-

corrhizae:

Xup = VD
X C

3/2
AM

ram
, (441)

Xup = VD
X C

3/2
EM

rem
, (442)

where CAM [g C m−2] and CEM [g C m−2] are the arbuscular mycorrhizal and

ectomycorrhizal biomasses for unit of ground, with the resistance term ram =√
2 r2myc Z

3/2
biog ρ

3/2
myc, and equivalent expression for rem. Note that the above derivation

differentiates among fine roots, arbuscular mycorrhizal, and ectomycorrhizal uptake

rates based on their biomass amount in the soil (e.g., Broot, CAM , and CEM ) and on

biophysical characteristics such as root or hyphae radius (rroot and rmyc) and tissue

density (ρr and ρmyc). Reference values of rroot = 500, rmyc = 5 [µm] and ρr = 122,

ρmyc = 200 [kg C m−3] are used in T&C following literature (e.g., Jackson et al.,

1997; Smith and Read , 2008; Roumet et al., 2016), with values for arbuscular myc-

orrhizal and ectomycorrhizal fungi assumed to be equal for simplicity. Using these

values leads to a roughly 4700 times larger resistance in taking up nutrients through

fine roots than through hyphae, because of the capability of the latter to explore soil

volume in a more efficient way due to their smaller size. A three order of magnitude

difference in uptake capacity between roots and mycorrhizae is a value supported by

other independent estimates (Hinsinger et al., 2011). The diffusion coefficient could

theoretically differ for roots or hyphae and for different solutes but it is assumed

here constant for simplicity VD = 2.3 10−7 [m2 day−1]. The selected value is the

result of a sensitivity test in the model development phase and is similar to values

identified in the literature (Jungk , 2002). Note that Eq.(440) has the same depen-

dencies but a different functional form from nutrient uptake formulations based on

Michaelis-Menten kinetics, which have been used in other models (e.g., Zaehle and

Friend , 2010).

Consequently, the root active uptake rates for the different nutrients are given by:

NH4up,r =
vrNH4

rr
B

3/2
root , (443)

NO3up,r =
vrNO3

rr
B

3/2
root , (444)

Pup,r =
vr Pmin

rr
B

3/2
root , (445)

Kup,r =
vrKmin

rr
B

3/2
root , (446)

where Broot [g C m−2] is the total fine root biomass for unit of ground, vr = VD

[m2 day−1] is the diffusion coefficient, and rr [g C3/2m−1] is the resistance term
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defined in Eq. 439. The ectomycorrhizal nutrient uptake rates are:

NH4up,em =
vemNH4

rem
C

3/2
EM , (447)

NO3up,em =
vemNO3

rem
C

3/2
EM , (448)

Pup,em =
vem Pmin

rem
C

3/2
EM , (449)

Kup,em =
vemKmin

rem
C

3/2
EM , (450)

where CEM [g C m−2] is the ectomycorrhizal biomass for unit of ground, vem =

VD [m2 day−1] is the diffusion coefficient, and rem [g C3/2m−1] is the resistance

term defined in analogy to the one for for fine roots. Equivalently, the arbuscular

mycorrhizal uptake rates are:

NH4up,am =
vamNH4

ram
C

3/2
AM , (451)

NO3up,am =
vamNO3

ram
C

3/2
AM , (452)

Pup,am =
vam Pmin

ram
C

3/2
AM , (453)

Kup,am =
vamKmin

ram
C

3/2
AM , (454)

where CAM [g C m−2] is the arbuscular mycorrhizal biomass for unit of ground,

vam = VD [m2 day−1] is the diffusion coefficient, and ram [g C3/2m−1] is the re-

sistance term defined in analogy to the one for for fine roots and ectomycorrhizal

fungi.

20 Vegetation phenology

Plant phenology describes the seasonal cycle of the phases vegetation is experi-

encing and it is essential for simulating the interactions between the biosphere and

the hydrosphere since it can control the amount of leaf biomass at a given time

of the year. For instance, the timing of leaf onset and abscission determines the

annual cycle of LAI and the length of the growing season in a deciduous plant, thus

considerably affecting energy and water fluxes.

It has been recognized that phenology is mainly influenced by temperature (warm

and cold periods), soil moisture, incoming radiation and length of the photoperiod,

and from the ability of the plant to maintain a positive carbon balance (Botta

et al., 2000; Arora and Boer , 2005; Ivanov et al., 2008b). Notwithstanding, leaf

phenology remains one of the most difficult processes to represent in terrestrial

ecosystem models (Richardson et al., 2012; Forkel et al., 2014; Liu et al., 2019)

because the identification of phenological transitions, e.g., leaf bud formation or leaf

senescence from physiological and molecular mechanisms has not been completely

unveiled (Arora and Boer , 2005; Chuine and Régnière, 2017).
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Phenological rules vary according to characteristics of the plant species. For exam-

ple, temperate evergreen, winter deciduous, and drought deciduous plants exhibit

different relative sensitivities with respect to soil moisture and temperature. Often,

the dates of leaf onset and abscission were prescribed in models (Ruimy et al., 1996)

or parameterized with simple methods, such as the number of chilly days or grow-

ing degree-days (Haxeltine and Prentice, 1996; Kaduk and Heimann, 1996; Friend

et al., 1997; Botta et al., 2000; Kucharik et al., 2000; Knorr , 2000; Sitch et al.,

2003; Arora and Boer , 2005). The shortcoming of such methods is a certain lack

of generality and the fact that they may be implicit functions of current climate,

unsuitable for changing climate scenarios. Climate warming is indeed expected to

alter phenological phases such as leaf onset and flowering (nuelas and Filella, 2001;

Schwartz et al., 2006; Cleland et al., 2007; Liu et al., 2019). “Pseudo-mechanistic”

models of phenology have been also proposed and are based on a carbon gain ap-

proach (Arora and Boer , 2005; Ivanov et al., 2008b). The essential assumption in

the carbon gain approach is that leaf onset starts when it is beneficial for a plant

to produce leaves, in carbon terms; and leaf shedding starts when the production

becomes persistently unfavorable. However, pseudo-mechanistic parameterizations

are considerably challenging, they require to simulate a virtual leaf at any-time to

evaluate the carbon balance and modeling experience suggests that they did not

provide satisfactory results. Therefore, a multi-criteria phenological scheme is used

in T&C based only on environmental conditions. The phenology phase determines

plant physiological activities and allocation patterns as described earlier.

Phenological phases are differentiated among the main vegetation categories (Fig-

ure 39). Deciduous (Ξ = 1) and herbaceous species (Ξ = 2) experience, in the most

general case, four phenological states: dormant (Φ = 1), maximum growth (Φ = 2),

normal growth (Φ = 3), and senescence (Φ = 4) (Arora and Boer , 2005). In warm

environments with high radiation loads (e.g., tropical deciduous forest, savannahs),

the occurrence of a distinct dry season can lead to shedding leaves without a proper

senescence phase. Evergreen (Ξ = 0) and tropical seasonal evergreens (Ξ = 3) expe-

rience three phenological states: preparation to the new season (Φ=1), initial growth

(Φ=2, corresponding to the beginning of a new season), and normal growth (Φ=3).

20.1 Deciduous and grass phenology

20.1.1 From dormancy to maximum growth

The transition toward maximum growth (Φ = 1 → 2), characterized by leaf onset

for seasonal plants (Ξ = 1 and Ξ = 2) takes place with the arrival of favorable

weather. An important criterion for transitioning from dormant to maximum growth

is related to temperature (Baldocchi et al., 2005). In T&C a comparison between the

average root zone temperature in the preceding 30 days TR,30 [◦C] and a prescribed

threshold temperature Ts,LO [◦C] is necessary for Φ = 1 → 2. The phenological

transition takes place when TR,30 ≥ Ts,LO. The threshold Ts,LO is essentially a model

phenological parameter and has been found to change considerably with climate.
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Figure 39: A conceptual illustration of typical phenology phases for deciduous and sea-
sonal grass species (Ξ = 1 and Ξ = 2), upper plot and evergreen species (Ξ = 0 and
Ξ = 3), lower plot. Vegetation transitions from the dormant phase (Φ = 1) to the
maximum growth state (Φ = 2) at the onset of the favorable season, corresponding to
leaf onset. After a prescribed period, dMG [day], plant transitions to the normal growth
phase (Φ = 3), until photoperiod conditions triggers the senescence phase (Φ = 4). Dur-
ing senescence, leaf are shed and carbon is allocated exclusively to carbohydrate reserves
(Ξ = 1, 2). When all leaves have been shed, the plant is in a dormant state (Φ = 1)
until the arrival of a new favorable season. For evergreen species (Ξ = 0), the states of
senescence and dormancy do not exist, the state (Φ = 1) corresponds to a preparation to
the new season and it is identical to normal growth phase where carbon is allocated to
all of the plant compartments (except reproductive tissues for temperate evergreen (with
ff = 0)). However, the phase Φ = 1 differently from Φ = 3 allows to initiate a new
season. The subsequent phase (Φ = 2), indeed, corresponds to a the initial growth phase,
when the new season starts and carbon is predominately allocated to leaves, followed by
a normal growth phase (Φ = 3).
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The second criterion for maximum growth to begin is that the photoperiod length,

computed as the daytime length Lday [h] is larger than a prescribed threshold Lday,LO

[h]. The criterion Lday ≥ Lday,LO helps to constrain the leaf onset after a specific

day of the year, since for a given geographical position the photoperiod of each

day is constant. This criterion avoids unrealistic early season leaf flushing with an

exceptionally warm end of the winter or early spring. The photoperiod length has

been shown to be an important phenological control also in gardening experiments

(Körner and Basler , 2010; Polgar and Primack , 2011). The threshold Lday,LO is

a model phenological parameter and has been found to change considerably with

latitude and species.

The third criterion for maximum growth is related to soil moisture conditions. A

certain amount of water must be available for considering environmental conditions

favorable and starting a new growing season. The soil moisture stress factor βR

computed in Eq. 396 (Section 17.4.1) is integrated over a given number of preceding

days pdd [day], βR,pdd [−], as a proxy for soil moisture availability for phenology.

The criterium is βR,pdd ≥ βLO, where βLO [−] is a prescribed threshold of moisture

availability typically assumed to be close to 1.0, i.e., lack of water stress is required

for Φ = 1 → 2. The integration of βR,pdd is typically carried out in the seven

previous days, however, for certain biomes, which have phenology very responsive

to sporadic rainfall events, it has been found that integrating only over one or two

previous days provides better results. The soil moisture criterion is easily satisfied

in temperate and wet climates but becomes important in climates where light and

temperature are typically favorable but soil is too dry for plants to grow, e.g., arid

and semiarid ecosystems or seasonally dry tropical climates as savannahs. In these

ecosystems the growing season begins only after the return of wet conditions.

A final criterion is imposed on the day of the year, JDay < JDay,LO in the boreal

hemisphere and the reverse in the austral hemisphere. This criterion is mostly used

for temperate plants and assures that leaf onset cannot start after (or before) a

certain calendar date. This is a model control, which prevents the beginning of a

new growing season during late fall when exceptionally favorable conditions may

occur but persist over a short period only. From a mechanistic point of view, it

mimics genetic memory that has been observed in plants (Thomas and Stoddart ,

1980).

20.1.2 From maximum growth to normal growth

The transition from the maximum to the normal growth phase (Φ = 2 → 3) typ-

ically occurs after a certain number of days, which for deciduous forest and grass-

lands is typically sufficient to attain a certain leaf biomass. In T&C the transition

Φ = 2 → 3 takes place after a prescribed number of days: dLO > dMG [day], where

dLO [days] are the days from the beginning of Φ = 2 and dMG is a model parameter,

which typical value ranges between 10 and 40 [days].
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20.1.3 From normal growth to senescence

The normal growth phase (Φ = 3) is the classic period of full vegetative growth dur-

ing summer for seasonal plants when the plant allocates products of photosynthesis

to all of the carbon compartments (leaves, fine roots, living sapwood, fruit-flowers,

and carbohydrate reserves). The transition from the normal growth to the senes-

cence state (Φ = 3 → 4) occurs only for deciduous plants (Ξ = 1), and is preceding

the onset of unfavorable weather conditions. This transition is less clear than the

one for leaf onset and fewer parameterizations have been proposed in literature. A

simple criterion based on the day length is implemented. When the length of the

day goes below a certain threshold Lday < Lday,SE [h], the normal growth state is

completed and senescence starts. During senescence there is no more use of carbon

for reproductive purposes (i.e., ff = 0), and photosynthetic compounds are entirely

allocated to the reserve pool.

For grass and herbaceous species (Ξ = 2) there is a direct transition from the

normal growth to the dormant phase (Φ = 3 → 1) and the senescence state is not

experienced.

20.1.4 Transition to dormancy

For deciduous species (Ξ = 1), the end of the senescence state is reached through a

complete defoliation, i.e., when LAI < LAImin the plant is considered in a dormant

state (Φ = 4 → 1) and it is simply waiting favorable conditions to begin a new

growing season.

Herbaceous and grass species (Ξ = 2) transition from the normal growth phase

to the dormant phase directly (Φ = 3 → 1) when the length of the day goes below

a certain threshold Lday < Lday,SE [h]. Given that many grasses are resilient to

unfavorable conditions and ageing, LAI might also remain above LAImin during

winter or the dry season, differently from deciduous species. The dormancy phase is

then treated similarly to senescence in deciduous trees, where no more use of carbon

for reproductive purposes is allowed (i.e., ff = 0), and carbon is entirely allocated

to the reserve pool.

The vegetation category Ξ = 2, especially in Mediterranean and semi-arid climates

can have several phenological cycles during a single year, due to moisture pulses

triggering leaf onset in different seasons. For instance, in Mediterranean climates,

grass grows during spring and fall, recovering from the drought induced summer

die-out (Montaldo et al., 2008). Hence, the condition LAI < LAImin can lead to a

transition to the dormant state, Φ = 3 → 1. Herbaceous plants in dormant state

are then ready to onset new leaves at the arrival of the next favorable season.

20.2 Evergreen phenology

Temperate evergreen phenological transition follows closely the one for deciduous

forest, even though the phenological phases are slightly different. However, the

phenology module is modified to consider the peculiarities of tropical biomes, i.e.
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observed synchronization of new leaf growth and litterfall with sunlight during the

dry season (Huete et al., 2006; Wu et al., 2016).

20.2.1 Transition to a new growing season

In temperate evergreen (Ξ = 0), the transition toward the initial growth (Φ =

1 → 2) is characterized by leaf flushing and takes place with the arrival of favorable

weather following photoperiod length, temperatures and soil moisture availability

thresholds as indicated in Section 20.1.1.

For tropical evergreen species (Ξ = 3), all the environmental controls (photoperiod

length, warm temperatures, soil moisture availability) are always satisfied, which

would imply a continuous normal growth phase without phenological transitions.

However, this is contradicted by observations of a phenological cycle in tropical

forests with most of the leaf flushing and shedding occurring at the beginning of

the dry season with higher solar radiation loads (Wu et al., 2016). Based on the

consideration that dry season greening closely tracks sunlight seasonality (Huete

et al., 2006; Wu et al., 2016), changes in photosynthetic active radiation (PAR) are

used as the driver of leaf development. A new season (Φ = 1 → 2) is set to be-

gin when ∆PAR > ∆PARth, where ∆PAR =
⟨
⟨PAR(t)⟩30 − ⟨PAR(t)⟩45

⟩
10

is a

smoothed time derivative of PAR and ∆PARth is a specific threshold. The smooth-

ing proceedure is employed to remove the daily and sub-daily oscillations. This is

achieved by computing the 10 days average of the difference between ⟨PAR(t)⟩30 and
⟨PAR(t)⟩45, i.e. PAR averages over 30 and 45 preceding days, respectively. ∆PAR

is negative when PAR (on average) decreases with time (e.g., with the arrival of the

wet season), positive otherwise (e.g., with the arrival of the dry season). This choice

is guided by the hypothesis that vegetation “senses” the arrival of a new light-rich

dry season by detecting an increase in sunlight availability (Wright and Van Schaik ,

1994) and is in accordance with observations of maximum leaf production one to two

months before the peak in PAR (Wu et al., 2016). Note that a similar mechanism

based on light controls was used to explain observed synchronous flowering in the

tropics (Borchert et al., 2005). The signal (∆PAR) is a non-istantaneous sunlight

control on rainforest greening as the new season starts when the threshold ∆PARth

is reached. The threshold ∆PARth is theoretically zero (i.e. the new season starts

when ∆PAR switches from negative to positive) but values of 0.75-1 [W m−2 d−1]

are used here to account for the remaining noise in ∆PAR (Manoli et al., 2018).

At the end of stage Φ=1 and during Φ=2 a large fraction of the assimilated car-

bon is allocated to new leaf biomass NBL to support the observed light-controlled

green-up.

20.2.2 From initial growth to normal growth

For both temperate (Ξ = 0) and tropical evergreen species (Ξ = 3), the transition

from the initial to the normal growth phase (Φ = 2 → 3) occurs after a prescribed

number of days: dLO > dMG [day], where dLO [days] are the days from the beginning
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of Φ = 2 and dMG is a model parameter as for the other vegetation types that for

tropical forests is typically around 45 [days] .

20.2.3 Evergreens: preparation for the next growing season

Temperate evergreen species (Ξ = 0) transition directly from the normal growth

phase to the subsequent state (Φ = 3 → 1), preparation for the new season (Φ = 1),

that coincides almost perfectly with the normal growth because evergreen species can

actively assimilate carbon during winter if allowed by meteorological conditions. The

only exception is that allocation to reproductive tissues is inhibited (i.e., ff = 0).

The transition occurs when the length of the day goes below a certain threshold

Lday < Lday,SE [h]. Passing through Φ = 1 is fundamental because it signals the

plant to be ready for a new initial growth phase, which cannot occur from normal

growth Φ = 3 directly.

For tropical evergreen species (Ξ = 3), changes in Lday are typically quite con-

strained and they would not allow for any phenological transition. Therefore, the

transition Φ = 3 → 1 occurs when dLO > Acr. The critical leaf age parameters

Acr for tropical forests is estimated to be 270 [days] (Manoli et al., 2018). Even

though allocation dynamics are variable throughout the year (Section 17.3), from a

modeling perspective phase Φ=1 is identical to normal growth (Φ=3) with the only

difference that it allows for the preparation to a new season. The criterion used

for the transition to Φ=1 (i.e. dflo > AL,cr) ensures that the new season cannot

start before the leaves produced in the previous year have reached maturity. During

phase Φ=1, dflo is scaled back as dflo(t+dt) = dflo(t)− 365
365−AL,cr

dt to progressively

increase allocation to new leaves and prepare for phase Φ=2 (Manoli et al., 2018).

20.3 Disturbances and phenology

The normal phenological cycle can be modified by severe disturbances and man-

agement practices. When an external disturbance defoliates the plant reducing the

LAI below the critical threshold LAImin (e.g., a wind-storm, grass cuts or grazing

activity) vegetation can start a new growing season provided that the cause of the

disturbance is not in place anymore and all conditions listed in Section 20.1.1 are

satisfied, e.g., soil moisture, photoperiod length, and temperature conditions are still

favorable.

20.4 Leaf age and new biomass

The new biomass of leaves produced at each time stepNBLeaf [g C m−2 V EG day−1]

can be computed as:

NBLeaf (t) =

[
Cleaf (t)− Cleaf (t− 1) + Sleafdt

]
dt

, (455)

where dt is the daily time step. The value of NBLeaf is inferiorly limited to zero,

since there cannot be a negative production of new biomass. These cases would
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correspond to a lack of new biomass production. The quantity NBLeaf is used in

the computation of tissue turnover for tropical evergreen species (Section 17.4).

Another quantity needed to parameterize leaf shedding is the leaf age, which rep-

resents the average age of the leaf biomass. Younger leaves are expected to be shed

at a much slower rate then older ones (Section 17.4). While, leaves of the same tree

may have different ages, especially in evergreens (Figure 40 and Wu et al. (2016))

this is not accounted for in T&C, which tracks a single average age AgL [day], for

alive leaves, and one AgL,dead [day] for dead standing leaves:

AgL(t) =

[
LAI(t)−NLAI

][
AgL(t− dt) + dt

]
+NLAI dt

LAI(t)
, (456)

where NLAI [m2 leaf area m−2 V EGarea] is the new leaf area onset between the

time t− dt [day] and t [day], where dt is the daily time step:

NLAI = LAI(t)− LAI(t− dt)− LAIturn , (457)

whereNLAI is only computed when it is positive and LAIturn [m2 leaf area m−2 V EGarea]

represent the LAI of leaves turned over during the time step dt. Equivalently, the

age of dead leaves can be also estimated as:

AgL,dead(t) =

[
LAIdead(t)−NLAI,dead

][
AgL,dead(t− dt) + dt

]
+NLAI,dead dt

LAIdead(t)
,

(458)

where NLAI,dead [m2 leaf area m−2 V EGarea] is the new leaf amount of dead

leaves between the time t− dt and t [day], computed similarly to Eq. (457) but for

dead leaves.

Finally, the number of days from the beginning of the maximum growth phase

Φ = 2, dLO [days], which is used to modify allocation fractions for tropical seasonal

evergreen species (Ξ = 3) (Section 17.3.1) is computed incrementally dLO(t+ dt) =

dLO(t) + 1 during phenological phases Φ = 2 and Φ = 3 but is scaled back dLO(t+

dt) = dLO(t) − 365/(365 − Acr), during Φ = 1. This model formulation serves to

bring dLO back to zero, and therefore to progressively increase the allocation to new

leaves, in preparation of the next growing season.
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Figure 40: An example of leaves with different ages, picture taken in late October in a
chestnut (Castanea sativa) deciduous wood in Tuscany.
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20.5 Relative photosynthetic efficiency

There is evidence that leaf age or photoperiod can affect photosynthetic capacity

(Wilson et al., 2001; Bauerle et al., 2012) and parameterizations of relative pho-

tosynthetic efficiency, erel [−], depending on these quantities have been proposed

(Krinner et al., 2005; Medvigy et al., 2009; Bauerle et al., 2012). In T&C, erel is

modified only for deciduous species (Ξ = 1) and tropical evergreen species (Ξ = 3)

using two different parameterizations supported by recent literature results.

For deciduous species, which are experiencing a variability in the seasonal day

length, photosynthetic efficiency erel is parameterized as function of the day length

Lday and maximum day length for a given location Lday,max (Bauerle et al., 2012):

erel =

(
Lday

Lday,max

)2

. (459)

For tropical evergreen species photosynthetic efficiency erel is parameterized as a

function of leaf age AgL [day], and the fraction between the new biomass created in

the previous 30 days NBLeaf,30 [g C m−2 V EG day−1] and the current leaf biomass

Cleaf , following Wu et al. (2016):

erel = 1.6104− 0.0601
AgL
30

− 1.2007
30NBLeaf,30

Cleaf
, (460)

with erel superiorly limited to 1. This parametrization accounts for the fact that

photosynthetic efficiency is lower for young and old leaves while it is maximal for

mature leaves (Wu et al., 2016). The coefficient are derived using data observed in

Wu et al. (2016) for a seasonal tropical forest in the Amazon (Manoli et al., 2018).

Given the even larger uncertainties in the parametrization of erel for grass (Ξ =

2) and normal evergreens (Ξ = 3), T&C always considers a constant maximum

photosynthetic efficiency for these plant life forms, e.g., erel = 1.

155



21 Soil biogeochemistry

21.1 Litter generation

Litter is produced by the plant as a consequence of tissue turnover due to ageing

and environmental stresses or because of disturbances and management actions (Sec-

tion 22). The total carbon export, Cexport [g C m−2 V EG day−1], from the plant to

the litter pools and mycorrhizae in absence of major disturbances and management

is:

Cexport = Sflfr + Swood + Sldea + Sroot +Rexmy , (461)

where the terms in the right-hand-side of the equation represent the carbon turnover

fluxes (turnover of reproductive tissues Sflfr, woody tissues Swood, standing dead

leaves Sldea and fine roots Sroot), and Rexmy is the rate of root exudation and export

to mycorrhizae (Section 17.3.2). The total export from the plant of nitrogen Nexport

[g N m−2 V EG day−1], phosphorus Pexport [g P m−2 V EG day−1], and potassium

Kexport [g K m−2 V EG day−1] are:

Nexport =
Sldea
CNld

+ rNc

Sflfr
CNf

+ rNc(1− ftransf,r)
Sroot
CNr

+
Swood

CNh
, (462)

Pexport =
Sldea
CPld

+ rPc

Sflfr
CPf

+ rPc(1− ftransf,r)
Sroot
CPr

+
Swood

CPh
, (463)

Kexport =
Sldea
CKld

+ rKc

Sflfr
CKf

+ rKc(1− ftransf,r)
Sroot
CKr

+
Swood

CKh
, (464)

where the plant relative nutrient concentrations for nitrogen rNc [−], phosphorus rPc

[−], and potassium rKc [−] are described in Section 17.3.5 and the other terms are

previously defined. The total nutrient export in the form of litter (e.g., Nexport for

nitrogen) differs from the nutrient export from the plant (e.g., Nexport,l) computed in

Eq. (414) because of the buffering effect of standing dead leaves (Section 19.1). The

term Sldea is indeed the flux of leaf abscised from the plant and CNld [g C g N−1]

is the carbon to nitrogen ratio of standing dead leaves, while Sleaf is the turnover

rate of live leaves. The variable CNld, and equivalently CPld [g C g P−1] and CKld

[g C g K−1], are computed as the ratio of the carbon Cldea and nutrient contents

(Nldea, Pldea, Kldea) in the standing dead leaves. The nutrient content of standing

dead leaves is a prognostic variable that is computed as:

dNldea

dt
= rNc(1− ftransf,l)

Sleaf
CNl

− Sldea
CNld

, (465)

dPldea

dt
= rPc(1− ftransf,l)

Sleaf
CPl

− Sldea
CPld

, (466)

dKldea

dt
= rKc(1− ftransf,l)

Sleaf
CKl

− Sldea
CKld

. (467)

The nutrient content in the dead leaves is therefore a function of the relative nutrient

concentration, resorption coefficients (ftransf,l and ftransf,r), and the rates of leaf
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turnover and abscission.

The total carbon exported by the plant in litter form is subdivided in eight chem-

ically different fluxes IC,litter,i [g C m−2 V EG day−1], which serve as inputs to the

litter pools that are described in the following. One additional flux corresponding

to the carbon export to mycorrhizal Imyc [g C m−2 V EG day−1] is computed in

Section 17.3.2 (Imyc = Rex,2). Eight distinct carbon fluxes are necessary because lit-

ter is subdivided between belowground and aboveground compartments and among

woody, metabolic, and structural components, with the structural and woody lit-

ter in turn subdivided into non-lignin and lignin components (Fig. 42, see further

explanations in Section 21.2). The woody litter is separated from structural litter

only in the aboveground, while in the belowground compartment woody debris is

assumed to contribute directly to metabolic and structural litter.

IC,litter,1 = fmet,lSldea + fmet,frSflfr , (468)

IC,litter,2 = (1− fmet,l)Sldea (1− Ligfr,l) +

(1− fmet,fr)Sflfr (1− Ligfr,fr) , (469)

IC,litter,3 = (1− fmet,l)Sldea Ligfr,l + (1− fmet,fr)Sflfr Ligfr,fr , (470)

IC,litter,4 = fabSwood (1− Ligfr,w) , (471)

IC,litter,5 = fabSwood Ligfr,w , (472)

IC,litter,6 = Rex,1 + fmet,rSroot + fmet,w(1− fab)Swood , (473)

IC,litter,7 = Rex,3 + (1− fmet,r)Sroot(1− Ligfr,r) +

(1− fmet,w)(1− fab)Swood(1− Ligfr,w) , (474)

IC,litter,8 = (1− fmet,r)SrootLigfr,r +

(1− fmet,w)(1− fab)SwoodLigfr,w , (475)

Imyc = Rex,2 , (476)

where the name and meaning of the different litter pools Clitter is specified in Table

3. The term fab [−] is the aboveground fraction of the Cheaw pool. The terms

Ligfr,p [g Lignin g DM−1] are the lignin to dry mass ratios (e.g., concentrations)

in the different pools p (with p corresponding to leaves l, fruits fr, root r, and

heartwood/dead sapwood w). The turnover fluxes and Rex components are defined

earlier. Note that root exudation Rex,1 is considered to flow entirely to the metabolic

belowground carbon pool, while carbon investment in root nodules for biological

fixation Rex,3 are added directly to the structural non-lignin litter pool.

The fraction of metabolic fmet,p [−] versus structural fstr,p [−] litter is computed

for each pool p (leaves l, fruits fr, root r, and heartwood/dead sapwood w) based on

the lignin to nitrogen ratio (Parton et al., 1988; Krinner et al., 2005; Orwin et al.,
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2011):

fmet,p = 0.85− 0.018

(
CNp

rNc

2Ligfr,p

)
, (477)

fstr,p = 1− fmet,p , (478)

where CNp [g C g N−1] is the carbon to nitrogen ratio of a given pool p and Ligfr,p

needs to be multiplied by 2 to obtain the [g Lignin g C−1], since the carbon content

of dry mass is roughly 0.5 [g C g DM−1] (Thomas and Martin, 2012). The lignin

content of a given tissue is a model parameter prescribed in the list of stoichiometric

parameters (Table 2). The expression in Eq. (477) allocates progressively more

carbon to structural litter when the lignin content of the tissue increases or the

nitrogen content decreases as illustrated in Figure 41.
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Figure 41: Fraction of metabolic fmet [−] litter as a function of carbon to nitrogen ratio
CNp [g C g N−1] for various levels of lignin to dry mass ratio Ligfr,p [g Lignin g DM−1].

Each nutrient has only three litter pools (aboveground, belowground and above-

ground woody). For nutrients T&C do not distinguish between lignin versus hemicel-

lulose/cellulose compartments and the distinction between structural and metabolic

litter nutrient pools is pre-imposed using a ratio between the structural and metabolic

C:N equal to 5 as suggested in the original CENTURY model and used in subse-

quent developments (Parton et al., 1988; Kirschbaum and Paul , 2002). Therefore,

the nitrogen input to the three litter pools is computed as:

IN,litter,sur =
Sldea
CNld

+ rNc

Sflfr
CNf

(479)

IN,litter,wod = fab
Swood

CNh
(480)

IN,litter,ssr = rNc(1− ftransf,r)
Sroot
CNr

+ (1− fab)
Swood

CNh
, (481)

where IN,litter,sur [g N m−2 V EG day−1] is the nitrogen input to above-ground non-

woody litter, IN,litter,wod [g N m−2 V EG day−1] is the nitrogen input to above-
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ground woody litter, and IN,litter,ssr [g N m−2 V EG day−1] is the nitrogen input

to belowground litter. Equivalent expressions can be written for phosphorus and

potassium.

The fluxes entering the various pools are computed for unit of vegetation and thus

they must be integrated over the entire computational element to calculate the total

input to any given litter pool at the element scale (Table 3). The total input for

unit of ground area Ilitter [g C m−2 day−1] is computed as a weighted sum of the

crown areas Ccrown (Section 2.2) and summing litter inputs from upper and lower

vegetation:

Ilitter =
∑
j

Ccrown,j (I
j
litter,H + Ijlitter,L) , (482)

where Ilitter,H and Ilitter,L are the flux of litter from high and low-vegetation respec-

tively.

21.2 Litter Carbon budget

The carbon decomposition rates of the eight litter pools (Table 3 and Fig. 42)

are assumed to follow linear kinetics as in the original version of the CENTURY

model and subsequent modifications (Parton et al., 1988, 1993; Kirschbaum and

Paul , 2002). This formulation relies on the assumption that microbial communities

are typically not representing a limiting factor for aboveground (air-exposed) litter

decomposition, and therefore decomposition rates can be assumed to scale linearly

with the litter mass. Interactions with macrofauna are also neglected, even though

they might be important in specific conditions (Fahey et al., 2013). In the soil, such

a hypothesis is more critical but it is maintained for simplicity, considering that

belowground C-litter represents a rather small portion of the total belowground soil

organic carbon. Eight distinct C-litter pools are simulated explicitly, as turn-over

times and nutrient composition of belowground and aboveground compartments, and

metabolic, structural, and woody litter can differ greatly (Kirschbaum and Paul ,

2002). Furthermore, chemical composition in terms of litter lignin concentration

affects decomposition rates (e.g Freschet et al., 2012) and is explicitly accounted for

in the model. Note that even though eight distinct C-litter pools are simulated,

only five pools are physically separated in reality since the separation within the

structural and woody components is just based on the chemical composition. The

mass balance of each litter carbon pool is computed as:

dClitter,i

dt
= IC,litter,i −DiClitter,i , (483)

where Clitter,i [g C m−2] is the amount of carbon in pool i, IC,litter,i [g C m−2 day−1]

is the carbon input and Di [day−1] is the decomposition rate of the litter pool

i, which is function of intrinsic chemical properties (via decay coefficients ki) and

environmental conditions (Fig. 42).

An additional variable that can be computed is the total aboveground litter mass
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Blitter [kg DM m−2], which is used to compute litter resistance for each crown area

in Section 6.5. This term is computed summing the aboveground Clitter,i terms as:

Blitter = 0.002
∑5

i=1Clitter,iCcrown.

Figure 42: A scheme of the 8 litter carbon pools simulated by the model. Aboveground
litter pools are subdivided in metabolic, structural and woody and belowground pools
are subdivided in metabolic and structural only. Decomposition rates Di, respiration
coefficients ri and carbon use efficiencies CUEi (ri = 1− CUEi) are also illustrated.

The distinction between metabolic and structural pools is mostly used in the soil-

biogeochemistry modeling literature (Parton et al., 1988; Kirschbaum and Paul ,

2002; Yang et al., 2009; Zaehle and Friend , 2010), however the link between these

pools, measurable quantities, and the litter generated by different plant tissues re-

quire additional explanations. This subdivision maps onto observable litter fractions,

because the metabolic component can be regarded as the hot-water extractable lit-

ter, while the structural non-lignin and lignin components can be regarded as the

acid-soluble (hydrolyzable) and acid-insoluble (unhydrolyzable) fractions as defined

in more recent models (Campbell et al., 2016; Robertson et al., 2019). A link with

plant tissue components can be also made (Poorter , 1994; Poorter and Villar , 1997;

Kögel-Knabner , 2002), if we consider that metabolic pools mostly encompasses pro-

teins, starch, fructans, NSC and chlorophyll that are typically characterized by fast

decay times. Conversely, the litter structural pools are characterized by slower decay

when compared to metabolic pools and include mostly cellulose and non-cellulose

(hemicellulose-pectin) and also tannin, poliphenols, lipids and cutine. Lignin is con-

sidered as a separate pool to track the lignin content in the structural and woody

pools. The metabolic litter is assumed to be lignin free. Each pool is characterized
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by a decay coefficient ki, which determines how fast or slow a given pool is turning

over under standard environmental conditions and by a carbon use efficiency CUEi,

which controls the fraction of carbon respired ri = 1−CUEi in the process of litter

decomposition (Table 3).

Litter Pool Description CUEi base Decay coefficient ki
Clitter,i [−] [day−1]

1 Aboveground Metabolic CUEmet,sur = 0.45 kmet,sur = 1/12.5

2 Aboveground Structural (Cell./Hemicell.) CUEstr,sur = 0.55 kstr,sur = 1/46

3 Aboveground Structural (Lignin) CUEstr,sur = 0.55 kstr,sur = 1/46

4 Aboveground Woody (Cell./Hemicell.) CUEwod,sur = 0.55 kwod,sur = 1/150

5 Aboveground Woody (Lignin) CUEwod,sur = 0.55 kwod,sur = 1/150

6 Belowground Metabolic CUEmet,ssr = 0.45 kmet,ssr = 1/10

7 Belowground Structural (Cell./Hemicell.) CUEstr,ssr = 0.45 kstr,ssr = 1/37

8 Belowground Structural (Lignin) CUEstr,ssr = 0.45 kstr,ssr = 1/37

Table 3: Description of the eight pools used to represent different characteristics and
composition of litter in T&C, standard carbon use efficiencies (when temperature and
stoichiometric dependencies are not considered) and decay coefficients at a reference tem-
perature of 40 ◦C, as given by Kirschbaum and Paul (2002). Cell. stands for cellulose
and Hemicell. for hemicellulose. Different colors in the numeration and description are
lumping the five physically separated litter pools (see also Fig. 42). A link with observ-
able quantities can be made because the metabolic component can be regarded as the
hot-water extractable litter, while the structural non-lignin and lignin components can be
regarded as the acid-soluble (hydrolyzable) and acid-insoluble (unhydrolyzable) fractions.

The non-lignin and lignin pools in the structural (belowground and aboveground)

and woody compartments are physically connected and therefore the decay coeffi-

cients and CUEs are identical. However, the lignin content affects the litter decom-

position rates D [day−1], since the rates are dependent on the amount of lignin (the

exponential argument in the equations below), which is considered an inhibitory

factor for decomposition (Parton et al., 1988; Kirschbaum and Paul , 2002). Ad-

ditional factors controlling the litter decomposition rates D [day−1] are air or soil

temperature and soil moisture:

D1 = kmet,sur fT1 , (484)

D2 = kstr,sur fT1 exp

(
−5Clitter,3

Clitter,2 + Clitter,3

)
, (485)

D3 = kstr,sur fT1 exp

(
−5Clitter,3

Clitter,2 + Clitter,3

)
, (486)

D4 = kwod,sur fT1 exp

(
−5Clitter,5

Clitter,4 + Clitter,5

)
, (487)

D5 = kwod,sur fT1 exp

(
−5Clitter,5

Clitter,4 + Clitter,5

)
, (488)

D6 = kmet,ssr fT2 fSM.Litter , (489)

D7 = kstr,ssr fT2 fSM.Litter exp

(
−5Clitter,8

Clitter,7 + Clitter,8

)
, (490)

D8 = kstr,ssr fT2 fSM.Litter exp

(
−5Clitter,8

Clitter,7 + Clitter,8

)
, (491)
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where the ki [day
−1] are the litter decay coefficients defined in Table (3), fT1, fT2

are temperature dependent functions for decomposition at a reference temperature

of 40 ◦C and fSM.Litter is a soil moisture dependent function applied only to the

belowground litter pools, since aboveground litter moisture content is neglected (see

Section 21.5 for the definition of these environmental dependencies).

The total litter respirationRlitter and subsurface litter respirationRlitter,ssr [g C m−2 day−1]

can be computed directly from the litter decomposition:

Rlitter =

8∑
i=1

DiClitter,i ri , (492)

Rlitter,ssr =
8∑

i=6

DiClitter,i ri , (493)

where ri are the respiration coefficients for the eight different carbon litter pools,

derived from the carbon use efficiency CUEi:

ri = 1− CUEi . (494)

An option to introduce a temperature dependence of the carbon use efficiency can

be added in T&C (Wang et al., 2013):

ri = 1−min [CUEmax, CUEi +mT (Tbg − Tref )] , (495)

where CUEmax = 0.6 is the maximum physiological limit to carbon use efficiency

of microbial biomass (Sinsabaugh et al., 2013), CUEi [−] is the carbon use effi-

ciency corresponding to a given C-litter pool (Table 3), mT [◦C−1] is a temperature

sensitivity coefficient of CUE (Devevre and Horwath, 2000; Wang et al., 2013; Li

et al., 2014), Tbg [◦C] is the soil temperature in the biogeochemically active zone,

and Tref = 20◦C is a reference temperature.

Rather than using prescribed values of CUEi from Table 3, CUEi can be also com-

puted using the carbon to nitrogen ratio of the litter pool and therefore accounting

for stoichiometric dependencies of CUEi. Litter bag decomposition studies showed

that carbon use efficiency is not a constant or a simple function of the amount of

recalcitrant carbon compounds (e.g., lignin), but it also depends on the nutrient stoi-

chiometry (Manzoni et al., 2008; Sinsabaugh et al., 2013). Specifically, CUE tends to

increase for nutrient rich substrates and decreases when the carbon to nitrogen ratio

is large. The expression derived by Sinsabaugh et al. (2013) from a meta-analysis of

published studies can be used to compute litter CUEi:

CUEi =
CUEmax

1 + 0.015CNi
, (496)

where CNi is the carbon to nitrogen ratio of a given litter pool (e.g., Eq. 503-507).

The default option in T&C is to use constant values of CUE as specified in Table

3. However, temperature (Eq. 495) and stoichiometric (Eq. 496) dependencies can

be enabled if there is an interest in simulating CUE variability.
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The fraction of decomposed litter that is not respired represents the carbon in-

put to the particulate organic carbon (POC) (Section 21.4). Specifically, the inputs

to the POC carbon pools are computed separately for lignin IPOC,lig and cellu-

lose/hemicellulose IPOC,cel compounds:

IPOC,lig = (1− r3)D3Clitter,3 + (1− r5)D5Clitter,5

+(1− r8)D8Clitter,8 , (497)

IPOC,cel = (1− r1)D1Clitter,1 + (1− r2)D2Clitter,2 + (1− r6)D6Clitter,6

+(1− r7)D7Clitter,7 + (1− r4)D4Clitter,4 . (498)

During the litter decomposition process a fraction of carbon λc IPOC,cel is assumed

to directly contribute to the dissolved organic carbon (DOC) pool, with λc [−]

representing the C-leaching coefficient.

Note that litter inputs are computed for unit of ground area, while all the sub-

sequent soil biogeochemistry dynamics are computed for unit of soil mass (Section

21.4) therefore a unit conversion operation is needed. Given the lumped treatment

of soil-biogeochemistry processes in T&C the conversion from [g C m−2 day−1] to

[g C g soil−1 day−1] is computed as:

IPOC

[
g C g soil−1 day−1

]
=

IPOC

[
g C m−2 day−1

]
Zbiog ρd

, (499)

where Zbiog [m] is the depth of the biogeochemically active zone and ρd [gm−3] is

the bulk density of dry soil.

21.3 Litter Nutrient budget

While there are eight carbon litter pools, nutrient (N, P, and K) dynamics are only

tracked in three litter pools. In the following, the notation refers only to nitrogen but

equivalent expressions can be written for phosphorus and potassium. The three pools

are aboveground litter (Nlitter,sur), belowground litter (Nlitter,ssr), and aboveground

woody litter (Nlitter,wod). Only three pools are necessary because lignin does not

contain N and the distinction between structural and metabolic nutrient pools is

pre-imposed assigning a fixed ratio rCN = 5 between the structural and metabolic

C:N ratios (Parton et al., 1988; Kirschbaum and Paul , 2002). When the rCN value is

prescribed, tracking a single litter pool is sufficient to know at any time the amounts

of nitrogen in the metabolic and structural pools. The mass balances of the litter

nitrogen pools are:

dNlitter,sur

dt
= IN,litter,sur −

D1Clitter,1

CNmet,sur
−
D2Clitter,2 +D3Clitter,3

CNstr,sur
, (500)

dNlitter,wod

dt
= IN,litter,wod −

D4Clitter,4 +D5Clitter,5

CNwod,sur
, (501)

dNlitter,ssr

dt
= IN,litter,ssr −

D6Clitter,6

CNmet,ssr
−
D7Clitter,7 +D8Clitter,8

CNstr,ssr
, (502)
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where the carbon to nitrogen ratio can be computed for each litter type as:

CNmet,sur =
Clitter,1

(1− fstr,sur)Nlitter,sur
, (503)

CNstr,sur =
Clitter,2 + Clitter,3

fstr,surNlitter,sur
, (504)

CNwod,sur =
Clitter,4 + Clitter,5

Nlitter,wod
, (505)

CNmet,ssr =
Clitter,6

(1− fstr,ssr)Nlitter,ssr
, (506)

CNstr,ssr =
Clitter,7 + Clitter,8

fstr,ssrNlitter,ssr
. (507)

The fraction of nutrients belonging to the structural litter in the aboveground and

belowground compartments fstr,sur and fstr,ssr are:

fstr,sur = 1− 1

1 +
Clitter,2+Clitter,3

rCNClitter,1

, (508)

fstr,ssr = 1− 1

1 +
Clitter,7+Clitter,8

rCNClitter,6

. (509)

The expressions above are analytically derived to preserve a ratio of structural to

metabolic C:N equal to rCN . Even though Eq. (508) and (509) are computed using

the carbon to nitrogen ratio, the fractions fstr,sur and fstr,ssr are subsequently ap-

plied to all the other nutrients, expecting the same relative (not absolute) proportion

between structural and metabolic nutrient content as for nitrogen.

The input of nitrogen to the SOM nitrogen pool Isom,nit [g N g soil−1 day−1] is

computed using the carbon decomposition rates DiClitter,i [g C g soil−1 day−1] and

the carbon to nitrogen ratio of each pool:

Isom,nit =
D1Clitter,1

CNmet,sur
+
D2Clitter,2 +D3Clitter,3

CNstr,sur
+
D4Clitter,4 +D5Clitter,5

CNwod,sur

+
D6Clitter,6

CNmet,ssr
+
D7Clitter,7 +D8Clitter,8

CNstr,ssr
. (510)

During the litter decomposition process a fraction of nitrogen λn Isom,nit is assumed

to directly contribute to the dissolved organic nitrogen (DON) pool (Section 21.6),

with λn [−] representing the N-leaching coefficient.

In a similar manner of Eq. 510 inputs of phosphorus Isom,pho [g P g soil−1 day−1]

and potassium Isom,pot [g K g soil−1 day−1] to the soil organic matter can be com-

puted, with the respective fractions λp Isom,pho and λk Isom,pot contributed to the

dissolved organic phosphorus (DOP) and to the mineral available potassium pool

Kmin. We assumed that C, N and P are leached completely in organic form, while

K is leached in inorganic form. Potassium is not a constituent of biomolecules and

due to its high solubility can be easily and quickly leached during the decomposition

process (Sardans and nuelas, 2015). Therefore, organic matter in soils contains a

relatively small amount of K. Phosphorus is assumed to be leached in a small propor-

164



tion. This is reflected in a much higher leaching coefficient for K and smaller for P in

comparison to C and N (Table 4). However, recent results from litter decomposition

studies also suggest λp > λn, since P is predominantly contained in soluble organic

forms (Manzoni , 2017). Thus, these values may be modified for future applications

when nutrient leaching is of primary importance.

Leaching coefficient Description Reference Value

λc C-leaching fraction 0.0015

λn N-leaching fraction 0.0015

λp P-leaching fraction 0.0001

λk K-leaching fraction 0.90

Table 4: Description of the values used for the leaching coefficients, their order of mag-
nitude was estimated in the model development phase to obtain realistic amounts of
dissolved organic matter in leaching water.

21.4 Soil Organic Carbon (SOC) budget

Traditionally, models have represented soil organic carbon (SOC) subdivided in

three pools- fast, slow, and passive (Parton et al., 1988; Foley , 1995; Sitch et al.,

2003; Krinner et al., 2005; Sato et al., 2007). These pools were characterized by

linear kinetics and different decay rates in an attempt to preserve variability in de-

composition for different degrees of soil organic protection or recalcitrance of the

substrate (Talbot and Treseder , 2012; Freschet et al., 2012). Traditional models do

not distinguish between substrate and microbial biomass and therefore implicitly as-

sume that microbial biomass is not a limiting factor in SOC decomposition. Models

with an explicit separation of substrate and biomass and higher order kinetics have

been also introduced (Manzoni and Porporato, 2009), even though applications in

ecosystem models are still limited (Orwin et al., 2011; Wieder et al., 2014, 2015;

Abramoff et al., 2018; Robertson et al., 2019). Lumping together different fractions

of soil organic carbon in these three pools creates a discrepancy between modeled

quantities and the measurable SOC fractions in the soil and it does not allow to

properly represent physical and chemical processes (Six et al., 2001; Schmidt et al.,

2011; Abramoff et al., 2018). For instance, Six et al. (2002) identified different SOC

protection mechanisms defining at least four functional pools of SOC: biochemi-

cally protected (due to presence of recalcitrant C-compounds), physically protected

(related to microaggregate and soil structure, e.g., microaggreagrate embedded in

macroaggregrate), chemically protected (association of carbon with silt and clay

particles), and unprotected SOC.

In T&C, we follow the separation of SOC fractions proposed by Wang et al. (2013)

for the MEND model introducing a few changes. The C-substrate in the soil is sep-

arated into particulate organic carbon (POC), mineral-associated organic carbon

(MOC, Cmoc), and dissolved organic carbon (DOC) (Figure S3 and 43, 44). Phys-

ically, POC corresponds to the soil organic carbon associated with particle size ≥
53 µm, while MOC refers to the fraction with particle size < 53 µm (e.g., Aoyama

165



et al., 1999; Wang et al., 2013). MOC typically corresponds to the physiochemi-

cally protected SOC and its turnover rate can be orders of magnitude slower than

for POC (Conant et al., 2011); DOC is instead immediately available to microbes

provided the appropriate environmental conditions are met. The POC fraction is, in

turn, subdivided according to its chemical composition into POC-lignin, Cpoc,lig and

POC-cellulose/hemicellulose, Cpoc,cel. This separation follows the rationale of the

MEND model that accounts for the fact that POC-lignin is decomposed by oxida-

tive enzymes (ligninases) produced only by fungi, while POC-cellulose/hemicellulose

is decomposed with hydrolytic enzymes (cellulases) produced by both bacteria and

fungi (Wang et al., 2012, 2013), leading to different decomposition rates. Note that

in this representation, the role of soil aggregates that provide physical protection

to organic matter (Abramoff et al., 2018), is not explicitly modeled and only the

chemical composition of POC is considered.

Representing and modeling SOC pools that correspond to measurable fractions,

does not automatically imply a mechanistic description of SOC dynamics. SOC de-

polymerization and ultimately decomposition is mediated by extracellular enzymes

that are produced by different microorganisms (Conant et al., 2011; Sinsabaugh

et al., 2014; Manzoni et al., 2016). Extracellular enzymes and the different organ-

isms composing the soil microbial community should be represented if a mechanistic

description of SOC decomposition is sought. For this reason, an explicit representa-

tion of microbial mechanisms of soil C cycling and the role of extracellular enzymes

has been recently introduced in a few models (Allison et al., 2010; Orwin et al.,

2011; Wieder et al., 2013, 2014, 2015) following the pioneering work of Schimel and

Weintraub (2003). When compared to the assumptions of conventional first-order

decomposition models (Parton et al., 1988), SOC decomposition rates do not depend

only on the size of the soil carbon pools but also on the size of the extracellular en-

zymes, which in turn depend on the size and activity of the microbial pools (Schimel

and Weintraub, 2003). Modeling enzyme kinetics and microbial pools require as-

sumptions on the kinetics and parameters used to simulate SOC decomposition,

microbial life cycles, and enzyme production (Wang and Post , 2012; Wang et al.,

2012, 2013; Manzoni et al., 2016; Schimel et al., 2017). In general, it is more diffi-

cult to parameterize microbial and enzyme explicit models than first-order kinetics,

because few estimates of the maximum specific reaction rates, half-saturation con-

stants, and turnover rates have been presented outside of the literature on aquatic

systems (Moorhead and Sinsabaugh, 2006; Lawrence et al., 2009). The uncertainty

around parameter values (not to mention structural uncertainties) hampered the

development of a mechanistic representation of SOC dynamics. However, recently,

studies as the one ofWang et al. (2013) have provided estimates and plausible ranges

for many parameters needed in mechanistic SOC models, and metanalyses are be-

coming progressively available to constrain the relative magnitude of some model

parameters (Sinsabaugh et al., 2014, 2015; Allison, 2017; Xu et al., 2017).

When compared to other models including extracellular enzymes and microbial

pools, T&C further separates the microbial organisms into four categories (Fig. 43
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and 44): (i) bacteria Cbac, (ii) saprotrophic fungi Cfun, (iii) arbuscular mycorrhizae

CAM , and (iv) ectomycorrhizae CEM . Arbuscular mycorrhizae (AM), and ectomyc-

orrhizae (EM) can co-occur in an ecosystem, but commonly one of the two types is

dominant (Finlay , 2008; Brundrett , 2009; Shi et al., 2016), which partially reduces

the number of SOC pools.

In any given computational element (e.g., grid cell), the term EM [−] indicates

the areal fraction of plants associated with ectomycorrhizal, with 1 − EM corre-

sponding to the areal fraction associated with arbuscular mycorrhizal. Mycorrhizal

fungi, conversely to bacteria and saprotrophic fungi, are unable to feed on DOC

and receive their carbon only from the host plant (Koide et al., 2008; Finlay , 2008;

Johnson et al., 2013) (Section 17.3.2). However, ectomycorrhizal fungi can produce

extracellular enzymes, which degrade SOC and produce DOC subsequently used by

other microbes (Read et al., 2004; Talbot et al., 2013; Lindahl and Tunlid , 2015).

Extracellular enzymes used for the degradation of POC and MOC produced by bac-

teria and fungi are separated, for a total of four extracellular enzyme pools Cep,b,

Cep,f , Cem,b, Cem,f , which correspond to the enzymes for decomposition of POC

(subscript ep) and MOC (subscript em) produced by bacteria and fungi (subscripts

b and f), respectively. The DOC derived from the depolymerization of SOC due

to extracellular enzyme produced by bacteria and fungi is also accounted for sepa-

rately in the CDOC,b and CDOC,f pools. This separation reflects the fact that enzyme

production, SOC depolymerization, and DOC acquisition are typically occurring in

very localized areas or niches of microbial activity (Allison, 2005; Tecon and Or ,

2017). Such an assumption is also necessary in the model, since the alternative of a

unique DOC pool, where bacteria and fungi feed on the same DOC, did not provide

realistic results. With a single DOC pool, a dominant microbial organism (fungi or

bacteria) always emerged as a function of the specific model parametrization. This

is not observed in nature, where multiple organisms and communities with different

characteristics co-exist (Fierer and Jackson, 2006; Fierer et al., 2009).

A carbon pool corresponding to soil macrofauna Cew is also explicitly modeled

in T&C because macrofauna activity can consume a non-negligible portion of soil

carbon for its metabolism, with impacts on soil carbon cycling (Lubbers et al., 2013;

Ruiz et al., 2015). Soil macrofauna can include different groups, e.g., acari, collem-

bola, enchytraeids, nematoda, and earthworms (Fierer et al., 2009), but the overall

parameterization of macrofauna in T&C is tailored to earthworms, which often rep-

resent the largest mass fraction of soil macrofauna. Soil macrofauna is modeled to

feed exclusively on POC, because of its higher carbon density when compared to

DOC and easier accessibility when compared to MOC. Furthermore, soil macrofuana

is assumed to interact only with belowground soil carbon and thus does not affect

litter decomposition (Section 21.2). In other words, modeled macrofauna should be

mostly regarded as having the characteristics of endogeic earthworms. The activity

of anecic and epigeic species of earthworms that feed on surface litter can be quite

significant (Fahey et al., 2013) but it is not modeled and can be only implicitly

included in the first order litter decay parameterizations.
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21.4.1 SOC pools

The temporal dynamics of Cpoc,lig, Cpoc,cel, Cmoc, CDOC,b, and CDOC,f , with all

the pools in [g C g soil−1], obeys the following set of coupled first order ordinary

differential equations (see also Figure 43):

dCpoc,lig

dt
= IPOC,lig − F2l , (511)

dCpoc,cel

dt
= (1− λc)IPOC,cel − F2cb − F2cf + (1− gd)(F8b + F8f + F8am + F8em +Mew)

−Few , (512)

dCmoc

dt
= (1− fd)(F2l + F2cb + F2cf )− F3b − F3f , (513)

dCDOC,b

dt
= rbf λcIPOC,cel + fd(F2cb) + rbf gd(F8b + F8f + F8am + F8em +Mew)

+F3b + F10ep,b + F10em,b − F1b − rbfLk,DOC , (514)

dCDOC,f

dt
= (1− rbf )λcIPOC,cel + fd(F2cf + F2l) + (1− rbf )gd(F8b + F8f + F8am + F8em +Mew) +

F3f + F10ep,f + F10em,f − F1f − (1− rbf )Lk,DOC , (515)

where λc [−] is the C-leaching coefficient and IPOC,lig IPOC,cel are the inputs to

the POC carbon pools from litter decomposition, separated for lignin and cellu-

lose/hemicellulose compounds as defined in Section 21.2. The term rbf = CDOC,b/(CDOC,b+

CDOC,f ) is the ratio between the DOC available to the bacteria and the total DOC,

Lk,DOC [g C g soil−1 day−1] is the DOC leaching at the bottom of the soil column

(Section 21.9). The term gd [−] is the fraction of dead microbes allocated to DOC,

fd [−] is the fraction of decomposed POC allocated to DOC, and 1 − fd is allo-

cated to MOC. The terms Few and Mew [g C g soil−1 day−1] are the macrofauna

carbon assimilation and mortality rates, respectively. The soil carbon fluxes Fx

[g C g soil−1 day−1] are defined below. Briefly, F1x corresponds to microbial carbon

assimilation rates, F2x corresponds to POC decomposition rates, F3x corresponds to

MOC decomposition rates, F8x corresponds to microbial mortality rates, and F10x

to the turnover rates of extracellular enzymes, where x indicates a general subscript

referring to a specific microbial or enzyme type.

The temporal dynamics of the four extracellular enzyme pools Cep,b, Cep,f , Cem,b,

Cem,f is:

dCep,b

dt
= F9ep,b + rbfF9ep,em − F10ep,b , (516)

dCep,f

dt
= F9ep,f + (1− rbf )F9ep,em − F10ep,f , (517)

dCem,b

dt
= F9em,b + rbfF9em,em − F10em,b , (518)

dCem,f

dt
= F9em,f + (1− rbf )F9em,em − F10em,f , (519)

where the fluxes F9x [g C g soil−1 day−1] are the productions of the extracellular

enzymes used for the decomposition of POC and MOC, which are defined in the
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Figure 43: Scheme illustrating carbon fluxes among pools composing soil organic carbon
(e.g., Cpoc,lig, Cpoc,cel, Cmoc, CDOC,b, CDOC,f , Cep,b, and Cep,f ) mediated by bacteria
Cbac and saprotrophic fungi Cfun .

following section 21.4.2.

The dynamics of bacteria Cbac, saprotrophic fungi Cfun, arbuscular mycorrhizal

CAM and ectomycorrhizal CEM fungi are computed as follows (Figure 44):

dCbac

dt
= F1b − (F4b + F5b)− F8b − (F9ep,b + F9em,b) , (520)

dCfun

dt
= F1f − (F4f + F5f )− F8f − (F9ep,f + F9em,f ) , (521)

dCAM

dt
= (1− EM)Imyc − F8am −Rm,AM , (522)

dCEM

dt
= (EM)Imyc − F8em −Rm,EM − (F9ep,em + F9em,em) , (523)

where the carbon export to arbuscular mycorrhizal and ectomycorrhizal Imyc = Rex,2

is computed in Section 17.3.2. The fluxes Rm,AM and Rm,EM [g C g soil−1 day−1]

are the maintenance respiration costs of arbuscular mycorrhizal and ectomycorrhizal

fungi respectively, F4x are the growth respiration costs and F5x are the maintenance

respiration costs of the other microbial pools.

Changes in macrofaunal mass Cew are computed as:

dCew

dt
= Few −Rew −Mew , (524)

where Few andMew are the macrofauna carbon assimilation and mortality rates and
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Rew [g C g soil−1 day−1] is the total respiration cost of the macrofauna (Figure 44).

Figure 44: Scheme illustrating carbon fluxes among pools composing soil organic carbon
(e.g., Cpoc,lig, Cpoc,cel, Cmoc, CDOC,b, CDOC,f , Cem,b, Cem,f ) mediated by macrofaunal
mass Cew, arbuscular mycorrhizal CAM , and ectomycorrhizal CEM fungi .

21.4.2 SOC fluxes

The carbon fluxes Fx among the SOC fraction are computed using the same ki-

netics of the MEND model (Wang et al., 2013), which employs Michaelis-Menten

kinetics considering that SOC decomposition is the product of extracellular enzymes

produced by microorganisms and substrate mass (POC or MOC), while carbon as-
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similation is proportional to microbial biomass and DOC.

F1b =

(
1

Ecb

)
(Vdb +mrb) (fadCDOC,bCbac)

Kdb + fadCDOC,b
, (525)

F1f =

(
1

Ecf

)
(Vdf +mrf ) (fadCDOC,f Cfun)

Kdf + fadCDOC,f
, (526)

F2cb =
Vpc (Cep,bCpoc,cel)

Kpc + Cpoc,cel
, (527)

F2cf =
Vpc (Cep,f Cpoc,cel)

Kpc + Cpoc,cel
, (528)

F2l =
Vpl (Cep,f Cpoc,lig)

Kpl + Cpoc,lig
, (529)

F3b =
Vm (Cem,bCmoc)

Km + Cmoc
, (530)

F3f =
Vm (Cem,f Cmoc)

Km + Cmoc
. (531)

The fluxes F1b and F1f are the assimilation rates of DOC of the microorganisms:

bacteria and saprotrophic fungi, respectively. The fluxes F2cb, F2cf are the decom-

position rates of the cellulose/hemicellulose in POC mediated by enzymes produced

by bacteria and saprotrophic fungi. The decomposition of lignin in POC, F2l, is

assumed to be exclusively due to enzymes associated with saprotrophic fungi, which

have been observed to be able to decompose the most recalcitrant substrates (Han-

son et al., 2008). A fraction fd [−] of decomposed POC is then assumed to become

DOC, while the remaining fraction 1 − fd becomes MOC. The terms F3b and F3f

are the decomposition rates of the MOC pool into DOC carried out by enzymes

associated to bacteria and saprotrophic fungi. The terms Ecb and Ecf [−] are the

carbon use efficiencies of bacteria and saprotrophic fungi (Table 5), fad [−] is the

fraction of DOC that is accessible to microbes (Section 21.5) and the meaning and

units of the other parameters Vdb, Vdf , Vpc, Vpl, Vm, mrb, mrf , Kdb, Kdf , Kpc, Kpl,

and Km are presented in Table 5.

Both microbial growth and maintenance respiration are modeled (Schimel and

Weintraub, 2003; Lawrence et al., 2009; Wang et al., 2013). The scheme to quantify

growth respiration rates, maintenance respiration rates, enzyme production rates,

and microbial mortality rates assumes that maintenance respiration depends on both

DOC and microbial biomass (Wang and Post , 2012) and that mortality coefficients

are equal to the respiration maintenance coefficients. Respiration and mortality
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fluxes are defined as:

F4b =

(
1

Ecb
− 1

)
Vdb (fadCDOC,bCbac)

Kdb + fadCDOC,b
, (532)

F4f =

(
1

Ecf
− 1

)
Vdf (fadCDOC,f Cfun)

Kdf + fadCDOC,f
, (533)

F5b =

(
1

Ecb
− 1

)
mrb (fadCDOC,bCbac)

Kdb + fadCDOC,b
, (534)

F5f =

(
1

Ecf
− 1

)
mrf (fadCDOC,f Cfun)

Kdf + fadCDOC,f
, (535)

RmAM = mrmCAM , (536)

RmEM = mrmCEM , (537)

F8b = [1−Kpb(pepb + pemb)]mrbCbac , (538)

F8f = [1−Kpf (pepf + pemf )]mrf Cfun , (539)

F8am = mrmCAM , (540)

F8em = [1−Kpf (pepf + pemf )]mrmCEM . (541)

The terms F4m and F4f are the growth respiration fluxes, and F5m and F5f are

the maintenance respiration fluxes for bacteria and saprotrophic fungi, respectively.

The fluxes F8b, F8f , F8am, and F8em are the microbial mortality rates for bacteria,

saprotrophic, arbuscular mycorrhizal and ectomycorrhizal fungi. The terms Kpb and

Kpf [−] are scaling factors for the enzyme production defined below. The meaning

and units of the other parameters Ecb, Ecf , Vdb, Vdf , mrb, mrf , mrm, pepb, pemb,

pepf , and pemf are presented in Table 5.

The total microbial respiration of bacteria, saprotrophic fungi and mychorrizal

fungi is:

Rmicrobial = F4b + F4f + F5b + F5f +RmAM +RmEM . (542)

The production of the four extracellular enzymes is assumed to be proportional to

the maintenance respiration and therefore to the microbial pools, while the extracel-

lular enzyme turnover rates are proportional to the enzyme pools. The arbuscular

mycorrhiza do not contribute to enzyme production. The fractions of maintenance

respiration for the production of enzymes (pepf and pemf ) are assumed to be the same

for ectomycorrhizal and saprotrophic fungi. Differently from Wang et al. (2013), we

use scaling factors Kpb = 0.0078C−0.5
bac and Kpf = 0.0134C−0.5

fun for the enzyme pro-

duction rate to introduce a non-linear dependence between the microbial biomass

and decomposition rates (productivity and respiration of microbes), which has been

observed empirically (Zak et al., 1994; Sinsabaugh et al., 2014). Microbial produc-

tivity and respiration scale less than linearly with microbial biomass, which suggest

the occurrence of larger specific decomposition rates (microbial metabolic quotients)

with low biomass or equivalently a saturating effect of biomass activity for large

biomass values. The exponent -0.5 is derived from Sinsabaugh et al. (2014) and the

coefficients are fitted to obtain Kpf = 1 and Kpb = 1 at typical values of microbial
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biomass (Xu et al., 2013). The use of these scaling factors is fundamental to re-

produce changes in SOC as the litter input to the soil is modified, e.g., during bare

fallow experiments. Following these assumptions, extracellular enzyme production

rates are defined as:

F9ep,b = (Kpb pepb)mrbCbac , (543)

F9em,b = (Kpb pemb)mrbCbac , (544)

F9ep,f = (Kpf pepf )mrf Cfun , (545)

F9em,f = (Kpf pemf )mrf Cfun , (546)

F9ep,em = (Kpf pepf )mrmCEM , (547)

F9em,em = (Kpf pemf )mrmCEM , (548)

F10ep,b = repCep,b , (549)

F10ep,f = repCep,f , (550)

F10em,b = remCem,b , (551)

F10em,f = remCem,f . (552)

The fluxes F9ep,b, F9em,b, F9ep,f F9em,f , F9ep,em, F9em,em are the production rates

of extracellular enzymes for the degradation of POC (first subscript ep) and MOC

(first subscript em) produced by bacteria (second subscript b), saprotrophic fungi

(second subscript f), and ectomycorrhizal fungi (second subscript em). The terms

F10ep,b, F10ep,f , F10em,b, and F10em,f are the turnover rates of the four extracellular

enzyme pools. The meaning and units of the parameters pepb, pemb, pepf , pemf , pepf ,

pemf , rep, and rem are presented in Table 5.
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Parameter Description Reference Value

E′
cb bacteria carbon use efficiency 0.27 [−]

E′
cf saprotrophic fungi carbon use efficiency 0.27 [−]

V ′
pc maximum specific decomposition rate of POC -

cell./hemicell.
200 [g C g C−1 day−1]

V ′
pl maximum specific decomposition rate of POC -

lignin
23 [g C g C−1 day−1]

V ′
m maximum specific decomposition rate for MOC 100 [g C g C−1 day−1]

V ′
db maximum specific uptake rate of DOC for growth

of bacteria
0.04 [g C g C−1 day−1]

V ′
df maximum specific uptake rate of DOC for growth

of saprotrophic fungi
0.02 [g C g C−1 day−1]

K′
pc half-saturation constant for decomposition of

POC - cell./hemicell.
0.05 [g C g soil−1]

K′
pl half-saturation constant for decomposition of

POC - litter
0.05 [g C g soil−1]

K′
m half-saturation constant for decomposition of

MOC
0.25 [g C g soil−1]

K′
db half-saturation constant of uptake of DOC for

growth of bacteria
0.00026 [g C g soil−1]

K′
df half-saturation constant of uptake of DOC for

growth of saprotrophic fungi
0.00026 [g C g soil−1]

m′
rb specific maintenance factor or rate of bacteria 0.005 [g C g C−1 day−1]

m′
rf specific maintenance factor or rate of saprotrophic

fungi
0.002 [g C g C−1 day−1]

m′
rm specific maintenance factor or rate of mycorrhizal 0.0012 [g C g C−1 day−1]

r′em turnover rate of EM 0.018 [g C g C−1 day−1]
r′ep turnover rate of EP 0.018 [g C g C−1 day−1]
p′epb fraction of maintenance respiration for production

of enzymes for POC from bacteria
0.012 [−]

p′emb fraction of maintenance respiration for production
of enzymes for MOC from bacteria

0.005 [−]

p′epf fraction of maintenance respiration for production
of enzymes for POC from fungi

0.006 [−]

p′emf fraction of maintenance respiration for production
of enzymes for MOC from fungi

0.010 [−]

g′d fraction of dead microbe allocated to DOC 0.2 [−]
f ′
d fraction of decomposed POC allocated to DOC 0.4 [−]

Table 5: Description of the parameters used in the biogeochemistry module; the prime
superscript indicates the reference parameter before any environmental rate modifier is
applied (Section 21.4.3). Carbon use efficiency values are derived from Sinsabaugh et al.
(2016), other values are in the realistic ranges published by Wang et al. (2013); Allison
(2017). Relative differences between bacteria and fungi for V ′

d and m′
r are inferred from

the meta-analysis of Sinsabaugh et al. (2014).
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21.4.3 Environmental effects on biogeochemical kinetics

The parameters used to describe SOM biogeochemical reactions (Table 5) are also

a function of environmental conditions via rate modifier functions for temperature

(fTmic), soil water potential (fSM.Microbe), pH (fPH), clay content (fclay and fclay,2),

mineral associated organic carbon Cmoc, and the silt plus clay content (described in

Section 21.5). The temperature function fTmic has a similar shape for the different

parameters but different values of activation energy Ea [kJ mol−1] (Wang et al.,

2013).

Vpc = V ′
pc fTmic(Ea = 37)fSM.MicrobefPH , (553)

Vpl = V ′
pl fTmic(Ea = 53)fSM.MicrobefPH , (554)

Vm = V ′
m fTmic(Ea = 47)fSM.MicrobefPH , (555)

Vdb = V ′
db fTmic(Ea = 47)fSM.MicrobefPH , (556)

Vdf = V ′
df fTmic(Ea = 47)fSM.MicrobefPH , (557)

Kpc = K ′
pc fTmic(Ea = 30)fclay , (558)

Kpl = K ′
pl fTmic(Ea = 30)fclay , (559)

Km = K ′
m fTmic(Ea = 30)fclay , (560)

Kdb = K ′
db fTmic(Ea = 30) , (561)

Kdf = K ′
df fTmic(Ea = 30) , (562)

mrb = m′
rb fTmic(Ea = 20) , (563)

mrf = m′
rf fTmic(Ea = 20) , (564)

mrm = m′
rm fTmic(Ea = 20) , (565)

fd = F (f ′d) , (566)

gd = g′dfclay,2 . (567)

Carbon use efficiency of microbial biomass, Ecm for bacteria and Ecf for sapro-

trophic fungi, can be assumed constant (E′
cm and E′

cf as in Table 5) or computed

as a function of temperature:

Ecm = min
[
CUEmax, E

′
cm +mT (Tbg − Tref )

]
(568)

Ecf = min
[
CUEmax, E

′
cf +mT (Tbg − Tref )

]
, (569)

where Tbg
◦C is the soil temperature in the biogeochemically active zone, CUEmax =

0.6 is the maximum carbon use efficiency, which represents a physiological limit to

carbon assimilation (Manzoni et al., 2008; Sinsabaugh et al., 2013), Tref = 20◦C is a

reference temperature, andmT is the temperature sensitivity of carbon use efficiency

(Allison et al., 2010; Li et al., 2014), set to be mT = −0.008 ◦C−1 .

21.4.4 Soil macrofauna

Soil macrofauna Cew feeds exclusively on the carbon pool CPOC,cel, because of

its higher carbon density and easier accessibility. The macrofauna assimilation rate

175



Few [g C g soil−1 day−1] is modeled with a linear kinetic, which was found more

stable than a Michaelis-Menten kinetic, modulated by various environmental con-

trols such as soil temperature, fT3, effective saturation faew, clay content fclay,3,

pH fPH , and substrate palatability fpal (Curry , 1998; Whalen et al., 1999; Ruiz

et al., 2015). The parameterizations of environmental controls are described in Sec-

tion 21.5 and shown in Fig. 47. In particular, the factor faew defines a relative

degree of activity of macrofauna from 1 corresponding to completely active to 0

corresponding to completely passive macrofauna waiting for favourable conditions.

The term Vmax,ew is the maximum carbon ingestion rate of macrofauna for unit

of POC (Table 6) (Curry and Schmidt , 2007). However, only a fraction fabs,e of

the total ingested carbon is assimilated and processed. The total respiration cost

Rew [g C g soil−1 day−1] is the sum of maintenance respiration Rew,m and growth

respiration Rew,g. Maintenance respiration is computed according to the degree of

activity of the macrofauna (Ruiz et al., 2015) using a linear kinetic with a tempera-

ture dependence fT4 (Whalen et al., 1999). Two coefficients are introduced, one for

passive rm,Pew and one for active rm,Aew maintenance respiration costs, with active

maintenance cost roughly doubling the passive cost (Table 6). Growth respiration

is proportional to assimilated carbon and is computed using a carbon use efficiency,

corresponding to the maximum CUEmax = 0.6. Finally, the macrofauna mortality

rate Mew [g C g soil−1 day−1] is modeled as a linear kinetic (Whalen et al., 1999):

Few = fabs,eVmax,ew CPOC,cel fpal fT3 fclay,3 fPH faew (570)

Rew,m = faew(rm,Aew)CewfT4 + (1− faew)(rm,Pew)CewfT4 , (571)

Rew,g = (1− CUEmax)Few , (572)

Rew = Rew,m +Rew,g , (573)

Mew = dewCewfT4 . (574)

Parameter Description Reference Value

Vmax,ew Maximum C-ingestion rate 0.005 [g C g C−1 day−1]
fabs,e Fraction of absorbed food 0.15 [−]
rm,Pew Passive specific maintenance factor 0.0146 [g C g C−1 day−1]
rm,Aew Active specific maintenance factor 0.03 [g C g C−1 day−1]
dew Turnover rate 0.01 [g C g C−1 day−1]

Table 6: Description of the parameters used to describe macrofaunal activity.

21.5 Environmental rate modifiers

In this section we list all the functions used to introduce environmental dependen-

cies in the biogeochemical kinetics (see Section 21.4.3 for a general description). The

amount of water in the soil, expressed as soil water potential, exerts a control on de-

composition and microbial activity. Two functions are used to account for soil water

potential, one regulates the microbial activity and the other one the belowground
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litter decomposition (Moyano et al., 2013; Manzoni et al., 2012) as follows:

fSM.Litter = 1−
(

log(Ψs)− log(Ψopt,1)

log(Ψth,1)− log(Ψopt)

)α1

, (575)

fSM.Microbe = 1−
(

log(Ψs)− log(Ψopt,2)

log(Ψth,2)− log(Ψopt)

)α2

, (576)

where Ψs [kPa] is the averaged soil water potential over the biogeochemically active

zone, and Ψopt,1 = −3 kPa, Ψth,1 = −15800 kPa, α1 = 1.47, Ψopt,2 = −10 kPa

Ψth,1 = −28800 kPa, α2 = 1.0 are parameters derived from observations (Moyano

et al., 2013; Manzoni et al., 2012), see also Fig. 45. Oxygen limitation in soils close

to saturation is neglected.

Macrofauna is inhibited mechanically and not only physiologically by very low and

very high water contents, therefore it is simulated to respond to effective saturation

Se rather than to water potential (Curry , 1998; Ruiz et al., 2015). The activity of

macrofauna with water content is parameterized as faew:

faew = 0.000008575 exp

[
11.67

Se
Se,fc

]
, if Se > 0.2 (577)

faew = 0.002729S−56.03
e , if Se > 0.9 , (578)

where Se,fc is the effective saturation at field capacity and faew cannot be larger than

1 or smaller than 0. Such a function ensures that macrofauna activity is maximal

for water contents around field capacity and decreases to 0 for very dry and very

wet conditions (Fig. 47).
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Figure 45: Dependencies of microbial activity fSM.Microbe and litter decomposition
fSM.Litter on soil water potential (a); changes in the half-saturation constant for soil
organic matter decay, fclay (red-line), and changes in the fraction of dead microbe allo-
cated to DOC, fclay,2 (green-line), in dependence of the clay content in the soil (b). Soil
pH controls on microbial and macrofaunal activity, fPH (c).

The pH of soil also affects certain parameters and macrofauna activity (Section

21.4) (Wang et al., 2012). Here, we parameterize pH controls, fPH , as in Orwin et al.

(2011), where fPH = 1 for pH values between 4.5 and 7.5 and decrease linearly to

fPH = 0 for pH values of 2 and 12 respectively, at which biogeochemical acitivy is

considered impaired (Figure 45c). Since T&C-BG is not simulating pH evolution
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through time, the pH value is prescribed at the beginning of the simulation for each

location and remains constant thereafter.

The fraction 1 − fd [−] of decomposed POC that becomes MOC is also assumed

to be affected by external conditions. Specifically, the mineral associated organic

carbon fraction has been observed to reach a maximum with increasing carbon

inputs once the physical surfaces in the soil are progressively saturated with MOC

(Six et al., 2002; Stewart et al., 2007a,b). Adsorption to silt- and clay-sized particles,

indeed, protects organic carbon from decomposition and is mostly controlled by the

availability of reactive surface area (Stewart et al., 2007b). For these reasons, the

reference value of fd, i.e., f
′
d (Table 5) is corrected accounting for the soil clay and silt

fractions, Fcla and Fsil [−] and the amount of MOC already present in the soil, Cmoc

in [g C kg soil−1] (Eq. 579). This implies that C accumulation does not only depend

on the protective capacity (i.e., texture) of the soil alone, but also on the degree to

which this protective capacity is already occupied by organic matter (Hassink and

Whitmore, 1997; Stewart et al., 2007b) (Fig. 46):

fd = f ′d + (1− f ′d)

(
Cmoc

4.825(Fsil + Fcla)0.6287

)3.322

. (579)

Equation (579) accounts for the fact that fd increases (i.e., less decomposed POC

becomes MOC) with increasing Cmoc because reactive surfaces are progressively

saturated. When fd = 1, there is no space to store additional MOC, and the

soil becomes carbon saturated with regards to the MOC fraction (Stewart et al.,

2007a,b). However, less protected fractions as POC or DOC can continue to increase

if input of organic carbon allows. This effect is mediated by the presence of fine

particles (e.g., silt and clay), so that a larger fine fraction increases the capacity to

store MOC. In other words, for a given Cmoc, fd is higher for lower values of silt plus

clay (Fig. 46). The parametrization of Eq. (579) is derived assuming a minimum

value of fd equal to the reference value f ′d and using the upper envelope of MOC

values reported by Six et al. (2002) as a function of clay plus silt content.

Other environmental dependencies are related to the clay content (Six et al., 2002;

Wieder et al., 2015), which is assumed to affect the half-saturation constants for soil

organic matter decay, through the coefficient fclay, and the fraction of dead microbe

allocated to DOC gd through the coefficient fclay,2 (Fig. 45):

fclay = 0.694 + 1.36Fcla , (580)

fclay,2 = 1.2 exp [−0.8Fcla] , (581)

where Fcla [−] is the fraction of clay in the soil, and the expressions are adapted from

Wieder et al. (2015) and they contribute to inhibit soil organic matter decomposition

in the presence of high-clay content values. Macrofauna activity is also inhibited by

elevated clay contents through fclay,3 (Fig. 47):

fclay,3 = 2.938 exp [−4.82Fcla]− 2.509 exp [−11.82Fcla] , (582)

178



0 20 40 60 80 100

C
MOC

 [gC MOC/ kg-1 soil]

0.4

0.5

0.6

0.7

0.8

0.9

1

f d

10
30
60
90

Silt+Clay [%]
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the decomposed POC that becomes MOC, as function of the mineral associated organic
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′
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and fclay,3 = 1 for Fcla < 0.15.
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Soil temperature is controlling (i) the parameters of the soil biogeochemistry re-

actions through fTmic(Ea) (Wang et al., 2012), (ii) the litter decomposition rates

through fT1 and fT2 (Kirschbaum and Paul , 2002), and (iii) macrofaunal activity
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through fT3 and fT4 (Whalen et al., 1999). These temperature functions reflect the

fact that chemical and enzymatic reactions are faster at higher temperatures.

fTmic = exp

[
−Ea

R

(
1

Tbg + 273.15
− 1

Tref + 273.15

)]
, (583)

fT1 = exp

[
3.36

Ta − 40

Ta + 31.79

]
, (584)

fT2 = exp

[
3.36

Tbg − 40

Tbg + 31.79

]
, (585)

fT3 = exp

[
50

R

(Tbg − Tref,2)

(Tbg + 273.15)(Tref,2 + 273.15)

) 1 + exp(
(Tref,2+273.15)0.649−200

R(Tref,2+273.15) )

1 + exp(
(Tbg+273.15)0.649−200

R(Tbg+273.15) )
,

(586)

fT4 = exp

[
−20

R

(
1

Tbg + 273.15
− 1

Tref,2 + 273.15

)]
, (587)

where Ta [◦C] is the air temperature and Tbg [◦C] is the soil temperature averaged

over the biogeochemically active zone, Ea [kJ mol−1] is the activation energy, R =

8.314 [J mol−1K−1] is the universal gas constant, and Tref = 12, Tref,2 = 15 [◦C]

are reference temperatures.

The fraction of DOC that is accessible to microbes, fad, is currently assumed to be

always equal to 1, implying that DOC is available to microbes even in dry conditions.

Potentially, a dependence on effective saturation Se can be introduced to account

for the fact that in dry conditions microbes can have limitations in accessing the

whole pool of dissolved carbon, as they have a constrained mobility (Ebrahimi and

Or , 2014) and solute diffusivity is slower (Manzoni et al., 2016). However, since this

relation is very uncertain, fad = 1 is currently assumed for simplicity.

Finally, the food palatability for macrofauna is parameterized as a function of the

carbon to nitrogen ratio of soil organic matter following Whalen et al. (1999):

fpal = 1.6− 0.04CNsom . (588)

Changes in fpal are illustrated in Figure 47. Note that this is an important sim-

plification since animals may also feed on low palatability food at high rates but

with large C losses via excretion and respiration and therefore a lower carbon use

efficiency.

21.6 Nitrogen budget

Soil organic nitrogen dynamics are assumed to follow the carbon fluxes described

in Section 21.4 according to the specific carbon to nitrogen ratio C:N of a given pool

(Kirschbaum and Paul , 2002). The C:N of microbial biomass has been observed to

be a quite constrained value (McGroddy et al., 2004; Cleveland and Liptzin, 2007;

Manzoni et al., 2010; Mouginot et al., 2014; Mooshammer et al., 2014); for this

reason, target values (Table 7) are prescribed in T&C and nitrogen mineralization or

immobilization is modeled to occur whenever the C:N of microbial biomass departs
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from these target values as described below. The model does not track the nitrogen

content of extracellular enzyme pools, which is a very small amount, when compared

to the total organic nitrogen.

The temporal dynamics of the soil organic matter nitrogen poolNsom [g N g soil−1],

dissolved organic nitrogen DON [g N g soil−1], nitrogen of the macrofuana New, and

the nitrogen composing the microbial biomass pools Nbac, Nfun, NAM , and NEM

[g N g soil−1], e.g., bacteria, saprotrophic fungi, arbuscular mycorrhizae and ecto-

mycorrhizae, respectively, are computed as:

dNsom

dt
= (1− λn)Isom,nit −

fd(F2l + F2cb + F2cf ) + (F3b + F3f )

CNsom
+

F8b

CNbac
+

F8f

CNfun

+
F8am

CNAM
+

F8em

CNEM
− Few,N + SDON , (589)

dDON

dt
= forg,leaλnIsom,nit + λn

fd(F2l + F2cb + F2cf ) + (F3b + F3f )

CNsom

−Lk,DON − SDON , (590)

dNbac

dt
= (1− λn)

fdF2cb + F3b

CNsom
− F8b

CNbac
+Nb,imm/min , (591)

dNfun

dt
= (1− λn)

fd(F2cf + F2l) + F3f

CNsom
−

F8f

CNfun
+Nf,imm/min , (592)

dNAM

dt
= − F8am

CNAM
+NAM,imm/min , (593)

dNEM

dt
= − F8em

CNEM
+NEM,imm/min , (594)

dNew

dt
=

Few −Rew −Mew

CNew
, (595)

where the Isom,nit is the input to the soil organic nitrogen pool from litter decom-

position defined in Section 21.3. The term CNsom is the mass carbon to nitrogen

ratio of soil organic matter, computed from the sum of Cpoc,lig + Cpoc,cel + Cmoc

divided by Nsom and CNbac, CNfun, CNAM , and CNEM are the carbon to nitrogen

ratios of bacteria, saprotrophic fungi, arbuscular mycorrhizae, and ectomycorrhizae,

respectively. The carbon fluxes are defined above, where F2x corresponds to POC

decomposition rates, F3x corresponds to MOC decomposition rates, F8x corresponds

to microbial mortality rates, and fd [−] is the fraction of decomposed POC allocated

to DOC. The carbon fluxes associated with macrofauna are the macrofauna carbon

assimilation and mortality rates, Few andMew, and the macrofauna total respiration

cost Rew, where CNew is the mass carbon to nitrogen ratio of macrofauna (Table 7).

The nitrogen flux to macrofauna is simply computed to preserve a prescribed car-

bon to nitrogen content in macrofauna CNew (Table 7). The coefficient λn is the N-

leaching fraction (Table 4) and forg,lea is the fraction of leaching that is transferred in

organic form. The term Lk,DON is the DON leaching from the soil biogeochemically

active zone, which is described in Section 21.9. The flux SDON = 0.01DON is a dis-

solved organic nitrogen stabilization term and prevents DON to increase infinitely

in case leaching from the soil biogeochemistry active zone is not able to remove
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DON . Finally, the terms Nb,imm/min, Nf,imm/min, NAM,imm/min, NEM,imm/min are

the net immobilization/mineralization fluxes for bacteria, saprotrophic fungi, and

arbuscular mycorrhizal and ectomycorrhizal fungi described below. Note that in the

formulation above the nitrogen associated with the carbon decomposed from MOC

and POC and transformed in DOC is assimilated by bacteria and saprotrophic fungi,

except for a fraction λn, which is leached as DON.

Microbial C:N (mass basis) C:P (mass basis)

Bacteria 5.2 16
Saprotrophic fungi 6.5 40

Arbuscular mycorrhizal 18 120
Ectomycorrhizal 18 120

Macrofauna 10 NA

Table 7: Target stoichiometric relations (C:N and C:P on a mass basis) for microbial
biomass and macrofauna. Reference values are adapted from McGroddy et al. (2004);
Cleveland and Liptzin (2007); Manzoni et al. (2010); Orwin et al. (2011); Mouginot et al.
(2014); Mooshammer et al. (2014) for microbes and Whalen et al. (1999) for macrofauna.

The temporal dynamics of the inorganic nitrogen pools corresponding to ammo-

nium NH+
4 and nitrate NO−

3 [g N g soil−1] are:

dNH4

dt
= (1− forg,lea)λnIsom,nit −NH4imm/min −NO3flx −NH4up

−Lk,NH4 −NV OL + ExN , (596)

dNO3

dt
= −NO3imm/min +NO3flx −NO3up − Lk,NO3 −N2 , (597)

where Isom,nit, λn and forg,lea are defined above. The nutrient leaching fluxes

for NH+
4 and NO−

3 , Lk,NH4, Lk,NO3 [gN g soil−1 day−1] are described in Sec-

tion 21.9. The actual plant nutrient uptake rates per unit of ground NH4up,

NO3up are defined in Section 19.2. The net immobilization/mineralization fluxes

NH4imm/min and NO3imm/min [gN g soil−1 day−1] for NH+
4 and NO−

3 are de-

fined below. The NO3flx [gN g soil−1 day−1] is the nitrification flux converting

the ammonium to nitrate, while N2 [gN g soil−1 day−1] is the denitrification flux

and NV OL [gN g soil−1 day−1] is the ammonia volatilization flux. Finally, ExN is

the input of nitrogen from other sources due to deposition, biological fixation, and

fertilization, which is assumed to completely occur in the form of ammonium for

simplicity.

The net fluxes of immobilization minus mineralization in the bacteria, saprotrophic

fungi, arbuscular mycorrhizae, and ectomycorrhizae, are computed as in Kirschbaum
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and Paul (2002):

Nb,imm/min =

[
Cbac

RCN,bac
−Nbac

]
/τ , (598)

Nf,imm/min =

[
Cfun

RCN,fun
−Nfun

]
/τ , (599)

NAM,imm/min =

[
CAM

RCN,AM
−NAM

]
/τ , (600)

NEM,imm/min =

[
CEM

RCN,EM
−NEM

]
/τ , (601)

where the terms are the immobilization (if Cx : Nx ≥ RCN,x) or mineralization

(if Cx : Nx < RCN,x) occurring to reach the target carbon to nitrogen ratio of

bacteria, saprotrophic fungi, or mychorriza: RCN,mic, RCN,fun, RCN,AM , RCN,EM

[g C g N−1], which are defined in Table 7. Note that the above parameterization

implies that mineralization and immobilization fluxes are occurring rapidly within a

time span τ , which is assumed to be equal to one daily time step and therefore that

the prescribed carbon to nitrogen contents in the microbial biomasses are almost

exactly preserved whenever enough nutrients are available, otherwise C:N ratios of

microbial biomass increase. The total net immobilization/mineralization fluxes is

then partitioned among the ammonium NH+
4 and nitrate NO−

3 pool:

NH4imm/min = 0.9(Nm,imm/min +Nf,imm/min +NAM,imm/min +NEM,imm/min)

+0.001NH4 , (602)

NO3imm/min = 0.1(Nm,imm/min +Nf,imm/min +NAM,imm/min +NEM,imm/min)

+0.001NO3 , (603)

where the last terms in the above equations represent continue immobilization due

to chemical stabilization (Kirschbaum and Paul , 2002) and the relative partition of

N immobilization/mineralization between ammonium NH+
4 and nitrate NO−

3 pool

follows the reference value in Porporato et al. (2003). To conserve properly the N

mass budget the terms 0.001NH4 and 0.001NO3 are subtracted from the bacteria

and fungi mineralization, respectively.

The nitrification NO3flx, denitrification N2 and ammonia volatilization NV OL

fluxes are computed with simplified first order kinetics as proposed by Dickinson

et al. (2002):

NO3flx = KN,max,n fT5 fmoist,1NH4 , (604)

N2 = KN,max,d fT6 fmoist,2NO3 , (605)

NV OL = kVNO3 , (606)

where KN,max,n = 0.086, KN,max,d = 0.217 and kV = 8.5 10−5 [day−1] are reaction

rate parameters provided by Dickinson et al. (2002), fT5 and fT5 are computed

exactly as in Xu-Ri and Prentice (2008) and the soil moisture controls on nitrification
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and denitrification are computed as a function of effective saturation Se:

fmoist,1 =
Se(1− Se)

0.25
, (607)

fmoist,2 = S2
e , (608)

fT5 =

(
70− Tbg
70− 38

)12

exp

[
12

(
Tbg − 38

70− 38

)]
, (609)

fT6 = exp

[
308.56

(
1

68.02
− 1

Tbg + 46.02

)]
, (610)

where Tbg [◦C] is the soil temperature in the biogeochemically active zone.

21.7 Phosphorus budget

Soil organic phosphorus dynamics are modeled similarly to nitrogen dynamics and

organic phosphorus follows the carbon fluxes described in Section 21.4 using specific

carbon to phosphorus ratio C:P for each pool. The C:P of microbial biomass has

been observed to be a quite constrained value, even though less than C:N (McGroddy

et al., 2004; Cleveland and Liptzin, 2007; Mouginot et al., 2014; Mooshammer et al.,

2014), and target values (Table 7) are prescribed in T&C. Phosphorus mineralization

or immobilization is simulated to occur whenever the C:P of microbial biomass

departs from the target values. The model does not track the phosphorus content

of macrofuana or phosphorus in the extracellular enzyme pools.

The temporal dynamics of the soil organic matter phosphorus pool Psom [g P g soil−1],

dissolved organic phosphorus DOP [g P g soil−1], and the phosphorus composing

microbial biomass pools Pbac, Pfun, PAM , and PEM [g P g soil−1], e.g., bacteria,

saprotrophic fungi, arbuscular mycorrhizae, and ectomycorrhizae, respectively, are

computed as:

dPsom

dt
= (1− λp)Isom,pho −

fd(F2l + F2cb + F2cf ) + (F3b + F3f )

CPsom
+

F8b

CPbac
+

F8f

CPfun

+
F8am

CPAM
+

F8em

CPEM
+ SDOP , (611)

dDOP

dt
= forg,leaλpIsom,pho + λp

fd(F2l + F2cb + F2cf ) + (F3b + F3f )

CPsom

−Lk,DOP − SDOP , (612)

dPbac

dt
= (1− λp)

fdF2cb + F3b

CPsom
− F8b

CPbac
+ Pb,imm/min , (613)

dPfun

dt
= (1− λp)

fd(F2cf + F2l) + F3f

CPsom
−

F8f

CPfun
+ Pf,imm/min , (614)

dPAM

dt
= − F8am

CPAM
+ PAM,imm/min (615)

dPEM

dt
= − F8em

CPEM
+ PEM,imm/min (616)

where the Isom,pho [g P g soil−1 day−1] is the input to the soil organic phosphorus

pool from litter decomposition defined in Section 21.3. The term CPsom is the
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mass carbon to phosphorus ratio of soil organic matter computed from the sum

of Cpoc,lig + Cpoc,cel + Cmoc divided by Psom. The ratios CPbac, CPfun, CPAM

and CPEM are the carbon to phosphorus ratios of bacteria, saprotrophic fungi,

arbuscular mycorrhizae, and ectomycorrhizae, respectively. The carbon fluxes are

all defined previously.

The coefficient λp is the P-leaching fraction (Table 4) and forg,lea is the frac-

tion of leaching that is transferred in organic form. The DOP leaching Lk,DOP

is described in Section 21.9. The term SDOP = 0.01DOP is a dissolved organic

phosphorus stabilization function and prevents DOP to increase infinitely in case

leaching is not able to remove DOP . Finally, the terms Pb,imm/min, Pf,imm/min,

PAM,imm/min, PEM,imm/min are the net phosphorus immobilization/mineralization

fluxes for bacteria, saprotrophic fungi, and arbuscular mycorrhizal and ectomycor-

rhizal fungi described below. Note that as for nitrogen, the phosphorus associated

with the carbon decomposed from MOC and POC and transformed in DOC is assim-

ilated by bacteria and saprotrophic fungi, except for a fraction λp, which is leached

as DOP.

The temporal dynamics of the inorganic phosphorus pools are simulated following

the approach of the CENTURYmodel (Parton et al., 1988), where Pmin [g P g soil−1]

is the mineral phosphorus and represents an undifferentiated sum of PO3−
4 , HPO2−

4

and H2PO
−
4 (Zhu et al., 2016). The pools Ppri, Psec, Pocc, [g P g soil−1] represent

the amount of phosphorus in the primary minerals, secondary minerals, and oc-

cluded phosphorus (Parton et al., 1988; Buendia et al., 2010; Yang et al., 2014; Zhu

et al., 2016). Primary mineral sources of phosphorus are fed by the tectonic uplift

TP,up [g P g soil−1 day−1] that adds new parent material, while secondary and oc-

cluded P minerals are formed through physical and chemical weathering, which lead

to formation of soils (e.g. Buendia et al., 2010). All these exchanges are regulated

through simple linear kinetics:

dPmin

dt
= (1− forg,lea)λpIsom,pho − Pb,imm/min − Pf,imm/min − PAM,imm/min

−PEM,imm/min − Pup − Lk,P − Psec,ex + Ppri,ex + ExP , (617)

dPpri

dt
= TP,up − Ppri,ex , (618)

dPsec

dt
= Psec,ex − Pocc,ex , (619)

dPocc

dt
= Pocc,ex , (620)

where Isom,pho, λp and forg,lea are defined above. The mineral phosphorus leach-

ing Lk,P [gP g soil−1 day−1] is described in Section 21.9. The actual phosphorus

uptake for units of ground Pup is defined in Section 19.2. The net immobiliza-

tion/mineralization fluxes for Pmin are defined below. The term ExP is the in-

put of phosphorus from other sources due to deposition and fertilization. The flux

Ppri,ex [gP g soil−1 day−1] is the phosphorus converted from primary phosphorus

into mineral phosphorus, Psec,ex [gP g soil−1 day−1] is the flux converting mineral
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phosphorus into secondary P, and Pocc,ex [gP g soil−1 day−1] is the flux of P that

becomes occluded and therefore unavailable. Note that Pocc,ex is excluded by further

exchanges and in absence of erosion will accumulate indefinitely in an infinite time.

These exchanges between inorganic phosphorus pools are regulated by first order

kinetics (Parton et al., 1988):

Psec,ex = K1P Pmin −K2P Psec , (621)

Ppri,ex = K4P Ppri , (622)

Pocc,ex = K3P Psec , (623)

and K1P = 1/600, K2P = 1/13500, K3P = 1/(30 · 106), and K4P = 1/(4.38 · 106)
[day−1] are kinetic reaction coefficients (Parton et al., 1988).

The net fluxes of phosphorus immobilization minus mineralization in the bacte-

ria, saprotrophic fungi, arbuscular mycorrhizae, and ectomycorrhizae are computed

similarly to nitrogen:

Pb,imm/min =

[
Cbac

RCP,bac
− Pbac

]
/τ , (624)

Pf,imm/min =

[
Cfun

RCP,fun
− Pfun

]
/τ , (625)

PAM,imm/min =

[
CAM

RCP,AM
− PAM

]
/τ , (626)

PEM,imm/min =

[
CEM

RCP,EM
− PEM

]
/τ , (627)

where the terms are the immobilization (if Cx : Px ≥ RCP,x) or mineralization

(if Cx : Px < RCP,x) occurring to reach the target carbon to phosphorus ratio in

the bacteria, saprotrophic fungi or mychorrizae: RCP,mic RCP,fun RCP,AM RCP,EM

[g C g P−1], which are defined in Table 7. Note that, as for nitrogen, the above

parametrization implies that mineralization and immobilization fluxes are occurring

rapidly within the time τ (assumed equal to 1 day) and therefore that the prescribed

carbon to phosphorus content of microbial biomass is almost exactly preserved.

21.8 Potassium budget

Due to its high solubility (high λk) a large fraction of potassium is leached during

the litter decomposition process and the amount of potassium remaining in the

organic material is relatively small when compared to the other analyzed nutrients

(Sardans and nuelas, 2015). For this reason and because microbial stoichiometry of

potassium is substantially unknown, we do not model potassium content in microbial

biomass or macrofuana and only one generic pool of potassium, corresponding to

potassium still trapped in the organic matter is simulated:

dKsom

dt
= (1− λk)Isom,pot −

fd(F2l + F2cb + F2cf ) + (F3b + F3f )

CKsom
(628)
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where the Isom,pot [g K g soil−1 day−1] is the input to the potassium in the soil

organic pool from litter decomposition defined in Section 21.3. The term CKsom is

the mass carbon to potassium ratio of soil organic matter, computed from the sum

of Cpoc,lig +Cpoc,cel +Cmoc divided by Ksom and all other carbon fluxes are defined

previously. In Eq. (628) the potassium associated with the decomposed soil organic

carbon is fully transferred to the mineral solution.

Four phases of inorganic potassium in the soil are considered: (i) potassium in

the mineral solution Kmin, (ii) exchangeable potassium Kex, (iii) non-exchangeable

potassium Knex, and (iv) potassium in the primary minerals Kpri (Sparks and

Huang , 1985; Sparks, 1987). Plant uptake and leaching occur only from the Kmin

pool. Potassium in the solution is in direct contact with the exchangeable phase

through adsorption/desorption kinetics Kex,sol (Selim et al., 1976). Furthermore,

the flux between exchangeable K and non-exchangeable (complex secondary min-

erals), Kfix,sol, is also governed by linear reactions. Potassium in primary miner-

als Kpri is converted to Kmin through physical and chemical weathering Kmin,rel.

Concurrently, the primary mineral potassium is fed by the tectonic uplift TK,up

[g K g soil−1 day−1] that contributes new parent material and thus primary soil

potassium to the biogeochemically active zone.

dKmin

dt
= (λk)Isom,pot +

fd(F2l + F2cb + F2cf ) + (F3b + F3f )

CKsom
+Kmin,rel

−Kfix,sol −Kex,sol −Kup − Lk,K + ExK , (629)

dKpri

dt
= TK,up −Kmin,rel , (630)

dKex

dt
= Kex,sol , (631)

dKnex

dt
= Kfix,sol , (632)

where Isom,pot and λk are defined above. The leaching of mineral potassium Lk,K

[gK g soil−1 day−1] is described in Section 21.9. The actual potassium uptake

for unit of ground Kup is defined in Section 19.2. Since microbial potassium is

neglected, the decomposition rates of organic matter F2x and F3x are assumed to

generate only soluble potassium Kmin. The term ExK is the input of potassium

from other sources due to deposition and fertilization. The fluxes Kex,sol, Kfix,sol,

Kmin,rel [g K g soil−1 day−1] are assumed to be regulated by first order kinetics

(Selim et al., 1976):

Kmin,rel = K3KKpri , (633)

Kfix,sol = K1KKmin −K2KKnex , (634)

Kex,sol = KaKKmin −KdKKex , (635)

where K1K = 1/600, K2K = 1/13500, K3K = 1/350000, and KaK = 1/2 and

KdK = 1/2 [day−1] are kinetic reaction coefficients for soil potassium dynamics,

which are assumed of the same magnitude than phosphorus for K1K and K2K or

187



for obtaining plausible size of Kpri for typical tectonic uplift rates: K3K . The

adsorption KaK and desorption KdK are typically fast enough to occur within a day

(Selim et al., 1976; Sparks and Carski , 1985). However, since the minimum time step

is one day, they are assumed to be 0.5 [day−1]. Note that contrary to phosphorus,

the Knex that becomes non-exchangeable may be converted back to Kmin and be

available at a later stage.

21.9 Nutrient leaching

Leaching of nutrients from the soil is assumed to be proportional to the amount

of dissolved nutrients and water leakage Lk [mm h−1] at the soil bottom divided by

the water volume V [mm] in the entire soil column (Porporato et al., 2003). This is

an approximation, since most of the dissolved nutrients is physically located in the

upper part of the soil column in the biogeochemically active zone. However, such an

approximation is likely to mostly affect short-temporal dynamics of nutrient leaching

(in the order of days) rather than the integrated leaching in the long-term, where

an equilibrium between leaching from the biogeochemically active zone and leaching

at the soil bottom is expected. In total, seven leaching fluxes for the different

solutes are computed: Lk,NH4, Lk,NO3, Lk,DON , Lk,P , Lk,DOP , Lk,K and Lk,DOC

(with units [g X m−2 day−1]). The conversion from the units used earlier (e.g.,

[g X g soil−1 day−1]) to [g X m−2 day−1] is computed as explained in Eq. (499).

Lk,NH4 = aNH4NH4
Lk

V
, (636)

Lk,NO3 = aNO3NO3
Lk

V
, (637)

Lk,DON = aDON DON
Lk

V
, (638)

Lk,P = aP Pmin
Lk

V
, (639)

Lk,DOP = aDOP DOP
Lk

V
, (640)

Lk,K = aK Kmin
Lk

V
, (641)

Lk,DOC = aDOC DOC
Lk

V
, (642)

where aX [−] are the solubility coefficients for the different solutes (Table 8).

21.10 Nutrient deposition

Nutrients in gaseous form and as aeolian particles may be deposited with rainfall

as wet deposition. Concurrently, dust and organic matter particles or aerosols can

also contain and deposit nutrients through dry deposition. Different databases are

combined in T&C to provide geographical maps of total deposition for nitrogen and

phosphorus and wet deposition for potassium. Specifically, present-day nitrogen

deposition is obtained from Vet et al. (2014), who provide a one-degree latitude
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Solubility coefficients Description Value

aDOC DOC - solubility coefficient 0.05

aNH4 NH4 - solubility coefficient 0.05

aNO3 NO3 - solubility coefficient 1

aDON DON - solubility coefficient 1

aP P - solubility coefficient 0.005

aDOP DOP - solubility coefficient 1

aK K - solubility coefficient 1

Table 8: Description of the values of the solubility coefficients for the different solutes,
their order of magnitude was estimated to obtain realistic amounts of leached DOC and
considering the relative solubility among the various substances, e.g., mineral potassium
and nitrate are easily leached, while for phosphorus adsorption is very important.

longitude map of wet plus dry deposition of nitrogen reduced and nitrogen oxidized

forms (Figure 48). The pre-industrial nitrogen is obtained from a global gridded

estimates of atmospheric deposition of total inorganic nitrogen for the year 1860

(Galloway et al., 2004; Dentener , 2006). Total atmospheric phosphorus deposition

maps for current and preindustrial time are obtained from Mahowald et al. (2008),

as shown in Figure 48. Finally, wet potassium deposition is available for about

480 stations around the world for the period 2005-2007 (Vet et al., 2014), a nearest

neighbor interpolation among these values is carried out to obtain an estimate of

local potassium deposition as input for T&C.

21.11 Biological nitrogen fixation

Symbioses between certain plant species and nitrogen-fixing bacteria have an im-

portant role in several terrestrial ecosystems because they may represent the major

natural source of nitrogen (Cleveland et al., 1999; Menge et al., 2009). For instance,

many tropical forests possess tree species capable of developing symbiosis with ni-

trogen fixing bacteria and obtain atmospheric N2 (Batterman et al., 2013). The

amount of nitrogen Nbnf [gN m−2 day−1] that is biologically fixed through bacteria

in root-nodules is computed using the carbon cost of biological nitrogen fixation,

Cfix,N [g C g N−1], described in Section 17.3.2 (Brzostek et al., 2014). Specifically,

following Eq. 363, we have:

Nbnf =
Rexmy

Cfix,N
, (643)

where Rexmy is the total carbon exported through roots and the term Nbnf is com-

puted only if there are plant species in a given vegetated patch that allocate carbon

to form root nodules for biological N fixation (e.g., Rex,3 > 0). Provided a realistic

assumption about the carbon cost of biological nitrogen fixation, this formulation

preserves coherence between the carbon allocation (Section 17.3.2) and the actual

amount of biologically fixed nitrogen. The nitrogen flux Nbnf is considered to be in

the form of ammonium NH+
4 (Eq. 596) as in Fisher et al. (2010).
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Figure 48: (a) Present-day nitrogen deposition including wet plus dry deposition of ni-
trogen in reduced and nitrogen oxidized forms (Vet et al., 2014). (b) Present-day total
phosphorus deposition (Mahowald et al., 2008).

21.12 Supply of primary minerals

Primary minerals in terms of phosphorus and potassium are supplied by tectonic

uplift Tup [mmyear−1] that contributes new parent material that can be subse-

quently weathered, where Tup is a model input, which may vary by order of mag-

nitudes. For decadal scale simulations, Tup can also be assumed equal to zero since

contribution of minerals from new parent material is negligible. The supply of new

phosphorus TP,up [g P m−2 day−1] and potassium TK,up [g K m−2 day−1] through

tectonic uplift is computed as:

TP,up =
TupρrockCel,P

365
, (644)

TK,up =
TupρrockCel,K

365
, (645)
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where ρrock = 2500 [kgm−3] is the rock density, assumed constant for simplicity

and Cel,P , Cel,K [−] are the element concentration of phosphorus and potassium in

the parent material. Their value is a function of the specific rock type and may

vary considerably (see Yang et al. (2013) for phosphorus), however, for simplicity

reference values of Cel,P = 0.0005, Cel,K = 0.021 are assumed as representative of

average concentrations of these elements in the Earth surface crust.

Recently, also nitrogen has been shown to be released from near-surface rocks,

especially in mountain and high-latitude ecosystems (Houlton et al., 2018). This

nitrogen source is not considered yet in T&C.
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22 Vegetation Management

To be completed
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