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[bookmark: _Toc130215548]Introduction
The use of camera traps has become increasingly popular as monitoring and data collection tools since their use in surveying the movements of small mammals in California in the 1950's (Pearson, 1959).  Since then with the invention of infrared triggers the use of Camera traps has become more and more frequent (Cutler and Swann, 1999) which is also due to better quality images, more durability (Kucera and Barrett, 1993) and greater storage potential.   Camera traps have been used in a variety of different ways such as mark-recapture studies to estimate and monitor population densities and to provide estimates of the diversity of species present within an area.
[bookmark: _Toc130215549]Rationale
PIR motion activated trail cameras were installed to provide data on fauna present in the ECN Cairngorm's Allt a'Mharcaidh catchment, and help to quantify grazing pressure for the site.  These data are not core ECN protocol but do contribute to the on-going citizen science initiative National Biodiversity Network's Gateway (http://data.nbn.org.uk/).  In addition the data is shared with NatureScot to aid management of the Invershie and Inshriach National Nature Reserve (https://www.nature.scot/enjoying-outdoors/scotlands-national-nature-reserves/invereshie-inshriach-national-nature-reserve) and possibly other recording schemes such as for the Scottish Wildcat (https://savingwildcats.org.uk/) when applicable.   The high numbers of archived photographs will also allow for further scrutiny to support ongoing phenology studies of particular plant species and potentially snow cover around the catchment.
Recreational use of the catchment is also recorded and will feed into ongoing and future ecosystem service assessments for the catchment, as well as providing further data to support NatureScot NNR management.
[bookmark: _Toc130215550]Methods
[bookmark: _Toc130215551]Location
Cameras were located within the Allt a'Mharcaidh catchment in the Cairngorms National Park.  The site forms part of the Inverseshie and Inshriach National Nature Reserve (NNR), which is an important nature area, designated for its wildlife interest at UK and European levels.  Long-term ecological and environmental monitoring has taken place within the catchment since 1999 as part of the UK Environmental Change Network (www.ecn.ac.uk).
Cameras have been established along paths and tracks actively used by both wildlife and people as they make traversing rough terrain easier.  During the current survey period (2010-2022) five traps have been active (fig 1; table 1), situated in the pine plantation looking across a rough vehicle track (c 330 m; TR), semi-natural mature Scots Pine woodland (c 330 m – 475 m; PA, TL) and the pine regeneration zone (c 510 m; SN).  One trap was also located in the riparian zone by a footbridge spanning the main river in the catchment (c 330 m; BR).  The footbridge acts as an access bottleneck for small mammals and people and therefore see's the most activity of all the cameras.
[image: Figure_Map]
Figure 1.  Location of five camera traps used in survey.  In areas of plantation woodland (TR), mature semi-natural woodland (PA, TL), natural tree regeneration zone (SN) and riparian (BR).  Bing Virtual Earth in QGIS.
[bookmark: _Toc130215552]Cameras and setup
Camera models have varied throughout the current study period, original cameras were Spointpoint IR-B fitted with solar panels, but from 2013 onwards are all derivations of the Bushnell Trophy Camera HD (table 1).   These trail cameras work using a passive infrared (PIR) system.  When a passing object moves into view, it creates an imbalance in the background infrared signal, causing the camera to trigger.  Trigger speed from detection is around 0.2 seconds, with a small variation between models.
Table 1.  Trail camera models used during the survey period 2010-2021
	Camera
	Model
	Start Period
	End Period

	BR
	Spypoint Trail Camera IR-B
	08/03/2010
	26/01/2011

	BR
	Bushnell Trophy Cam 
	02/02/2011
	05/09/2013

	BR
	Bushnell Trophy Cam HD MAX
	05/09/2013
	03/10/2016

	BR
	Bushnell Trophy Cam Aggressor HD
	28/02/2017
	20/04/2022

	BR
	Bushnell Core Trail Camera
	20/04/2022
	NA

	PA
	Bushnell Trophy Cam
	16/02/2011
	18/11/2012

	PA
	Spypoint Trail Camera IR-B
	01/04/2013
	04/09/2013

	PA
	Bushnell Trophy Cam HD MAX 
	04/09/2013
	01/07/2015

	PA
	Bushnell Trophy Cam HD
	01/07/2015
	NA

	SN
	Bushnell Trophy Cam HD
	22/11/2013
	NA

	TL
	Spypoint Trail Camera IR-B
	20/05/2010
	06/03/2013

	TL
	Bushnell Trophy Cam
	06/03/2013
	07/04/2016

	TL
	Bushnell Trophy Cam HD MAX
	27/04/2016
	01/03/2017

	TL
	Bushnell Trophy Cam Aggressor HD
	15/03/2017
	10/04/2017

	TL
	Trophy Cam Aggressor HD
	05/07/2017
	NA

	TR
	Spypoint Trail Camera IR-B
	11/02/2011
	10/05/2012

	TR
	Bushnell Trophy Cam
	10/05/2012
	31/10/2013

	TR
	Bushnell Trophy Cam HD MAX
	31/10/2013
	19/03/2014

	TR
	Bushnell Trophy Cam HD
	20/08/2014
	NA


Sensor pixel density varied between cameras, however they were generally run at a middle setting to reduce the size of the resulting files, and therefore the necessary storage, and to avoid any issues with upscaling or memory card speed.  SD cards in use were Sandisk Ultra Class 4 SDHC with a given read/write speed of 15 MB/s.  Each Bushnell camera was fitted with lithium AA batteries (Varta Lithium Ultra/Professional), which generally last over a full year before needing replacement.  Cameras were attached to tree's (or posts) of suitable diameter using adjustable tension straps and secured from theft with cable locks.  The view point of each camera (figure 2) where possible was along the route of the path, rather than perpendicular to it.  This was so subjects are in the frame for a longer period, reducing the chance of blank images.
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Figure 2.  View as recorded from each camera on the 28/07/2019 at 15:00.
Cameras were set to record 24 hours a day.  When triggered the camera takes a single image, whilst further images are captured after a 10 second period if the triggering subject remains in the detection zone (see table 2 for camera settings).  Each image is stamped with the time (GMT) and date for later reference.  In this set-up the cameras will be activated by the warm body temperature of any animals passing within range (≤ 13.7m) of the sensors during either the day (colour photographs) or night (black and white photographs).  To increase the chance of capturing small mammals and birds, cameras where possible were located close to ground level.
Table 2.  General settings used in Bushnell trail cameras throughout this study where possible.
	Parameter
	Settings

	Mode
	Camera

	Image Size
	3-8M Pixel

	Capture Number
	Single Image

	LED Control (Flash)
	High

	Interval (pause between images)
	10 seconds

	Sensor Level (sensitivity)
	Auto

	Night Vision shutter speed
	High

	Field Scan (Timelapse)
	1 image daily at 3 pm

	Date / Time
	Time is set to GMT


Further to the triggered recordings, each camera also records an image at a fixed time each day (3 pm).  This provides a dual service; firstly as a simple check that the camera is operating as intended in the field, and secondly, to provide a series of images for monitoring phenological and/or physical changes within the view of the image.
Cameras are downloaded periodically (typically every 6 weeks during summer, but longer during winter), by downloading in the field rather than via an SD card swap.  This allows us to ascertain that image capture is functioning as expected whilst present in the field, reducing potential periods of camera downtime.  The clock of each camera is also checked, and adjusted where necessary, to minimise any excessive time drift between cameras.  Images are downloaded into a folder structure by year, download date then two-digit camera name.
[bookmark: _Toc130215553]Data processing
[bookmark: _Toc130215554]Initial steps
All images are renamed to include the camera name and the time date the image was taken (XX YYYYMMDD HHMMSS) using Bulk Renaming Utility (BRU) on a Windows OS computer.  Images taken as part of the 3 pm daily phenology series are then manually moved into a separate folder.  The folder structure is then flattened to given a single camera folder for each year (e.g.  BR 2017).
[bookmark: _Toc130215555]Object detection
In order to streamline the processing of images, it is necessary to first identify those images that contain people from those with wildlife or which are empty.  This is done using object detection with Microsoft's MegaDetector model (https://github.com/microsoft/CameraTraps/blob/main/megadetector.md) within a Google Colab environment (https://colab.research.google.com/github/microsoft/CameraTraps/blob/master/detection/megadetector_colab.ipynb).  Although cloud driven, using Colab allows the model to process on a virtual machine with a high speed GPU rather than a CPU, vastly reducing the run time of the model.  Each year of images is batch processed for all five cameras with a single run of the model.  The output is a JSON file which contains information on the objects identified (empty, animal, person and vehicle) within each image.  
[bookmark: _Toc130215556]From image to data
Images and the JSON file were loaded into a customised table within Timelapse (V2.3.0.5; https://saul.cpsc.ucalgary.ca/timelapse/), an open access software (CC BY-NC-SA 4.0) specifically designed for efficient processing of camera trap images.  The method of processing mostly follows the suggestions in the Timelapse Image Recognition Guide (https://saul.cpsc.ucalgary.ca/timelapse/uploads/Guides/TimelapseImageRecognitionGuide.pdf), but was slightly adapted to improve efficiency with our image set.  A detailed step-by-step guide to how we processing images through Timelapse can be found in supplement S1.
Classification of images.  The initial processing stage is to correctly assign images as being empty or containing people (inc.  dogs) or animals.  This is completed using a search filter based on the object detection JSON file.  Empty images with > 95 % certainty from the MegaDetector model were filtered first and assigned as empty.  Followed by people with >80 % certainty, then by people with between 10 and 80 % certainty.  After each stage, the filtered images were checked manually and erroneously filtered images reassigned.   Images containing animals were then processed in the same way (firstly those with > 80 % certainty, then 10-80 %), followed by a manual check at each stage.  Animals images were tagged with the identified species where possible and the count.  Images of dogs were tagged as such and the number also counted.  Once all filtered images have been correctly assigned, any remaining unassigned images were filtered and assigned to an appropriate category.
Assigning temporal groups.  The second processing stage was to assign images to temporal groups to prevent the over-recording of individuals (animals or people).  Images are grouped into an episode (event) where an image from a particular camera is captured within 5 minutes of the previous image.  These episodes are tagged with a unique identifier, which can be used later to aggregate data to the maximum number of individuals recorded, or provide a start and end time for a species presence.  A drawback is that people were not grouped across different cameras, or at different times of day (e.g.  individual outbound/return travel).  As such an accurate number of people present cannot be determined, only the number of 'groups' active at a given camera at a given time, and the max number of people auto-counted as within that group (see 2.3.3.4).
Other anthropogenic disturbance factors.  Once fully assigned by category, images were checked for containing dogs or bikes by filtering for images containing people (as assigned), and containing animal or vehicle objects of >20 % certainty.  If present, the number of dogs or bikes within an image were counted.  Any dogs without people were classified during the subsequent species identification process.  In some cases the total number of bikes or dogs in an episode of images are not visible in any single image.  To improve accuracy of the total number of bikes/dogs, one image in an episode should be assigned a value reflecting the highest determinable number, even if this is greater than is actually visible in that single image.  This allows the max number for that group to be calculated later.  This is not applied to wildlife images as it is not usually possible to identify individuals across images.
Object auto counts.  Due to time constraints the number of people in an image was not recorded, but this can theoretically be done during the manual check of assigned images.  Timelapse software does allow for objects identified within an image to be auto-counted, but makes no allowance for what the object is.  This auto-count number can be used as an approximate measure of the number of people, and can be slightly improved by deducting the number of bikes or dogs from the same image where applicable.  We used a > 20% object identification probability value for auto-counting people (and animals) to minimise mis-identified objects being counted.  This can result in zero counts, even where people or wildlife have been identified as present.  To improve accuracy in this regard all zero counts were set to '1'.
[bookmark: _Toc130215557]Data summary
[bookmark: _Toc130215558]Number and type of images
In total 66005 triggered images were captured (table 3) since recording started on 08/03/2010.  The majority of these (81.5 %) were captured on just of two cameras situated along core access routes at the bridge (BR, 46.3 %), and the main path near the treeline (TL, 35.2 %).
Table 3.  The number of images captured by five trail cameras in the Allt a'Mharcaidh catchment between 2010 and 2021.
	Camera
	Empty
	People
	Wildlife
	Grand Total

	BR
	8474
	18866
	3188
	30528

	PA
	1753
	1200
	305
	3258

	SN
	659
	533
	1450
	2642

	TL
	14935
	5838
	2455
	23228

	TR
	2636
	3061
	652
	6349

	Grand Total
	28457
	29498
	8050
	66005


Nearly half (43.1 %) of all images were classified as empty, in that no person or animal was recorded in the image.  Some of these would've undoubtedly been false-negatives, where the camera has been triggered by a passing object, mostly likely moving quickly or closely across the direction camera angle.  The majority are however likely to be false-positives, caused by movement of vegetation, areas of moving shadow, or direct bright light onto the sensor.  
Of the images containing identified objects, people accounted for 44.7 % overall, and wildlife 12.2 %.  This varied across cameras however, with the SN camera having 54.9 % of images classified as wildlife, and only 20.2 % as people, reflecting its location on a small trail away from the main access routes.  The treeline camera had the highest number of empty of images, accounting for 64.3 % of all the images captured from this camera.  Again this reflects its location, facing due south along the main path, low winter sun passing between trees creates a high number of false triggers.
[bookmark: _Toc130215559]Camera reliability
Since the start of the camera trap survey overall camera reliability was 88.5 % (table 4).  Of the available 20680 recording days, the total number of days of downtime was 2303 across the 5 cameras, with 37.6 % of downtime associated with a single camera location (TR), which had 19 downtime events during the recording period.
Table 4.  Camera reliability during study period (03 Mar 2010 to 31 Dec 2022).  Start date was variable by camera location (see table 1).
	Camera
	Total Days
	Operational Days
	Down Days
	Number of downtime events
	% Reliability

	BR
	4681
	4407
	274
	9
	94.1

	PA
	4341
	3845
	496
	9
	88.6

	SN
	2636*
	2326
	361
	10
	86.3

	TL
	4681
	4376
	305
	10
	93.5

	TR
	4341
	3474
	867
	19
	80


The number of downtime periods was relatively stable across the other four cameras, at between nine and ten events per camera over the 13 year period.  In total there were 57 periods of downtime across the 13 year period.  The median downtime length across all events was 36 days.  Typically cameras failed shortly after being serviced, so the long downtime periods reflect the periodic downloading schedule (typically 4-6 weeks).  In nearly all cases the failure was due to battery issues, often the result of a single faulty battery which drained faster than the others.  Occasional user error was also identified, typically where cameras were not switched back on after servicing, as was unexpected camera failure or camera theft (twice) which resulted in requiring camera replacement.
[bookmark: _Toc130215560]Species present
Of the 8050 wildlife images captured, 7697 (95.6 %) were of mammals, whilst birds and unidentified species both accounted for 2.2 % each (table 5).  Within the mammals Roe Deer were captured most frequently (33 %) followed by Red Deer (18.5 %) and Red Squirrel (17.1 %).  Rarer mammals captured on camera included Otter and Mountain Hare (both < 1 %), and Red Fox (1.1 %).  The captured species assemblage and their proportions were highly variable depending on camera location, with almost no deer recorded by the bridge camera (BR), whilst few non-deer species were recorded by the regenerating woodland camera (SN).
Table 5.  List of animal species and the number of images they were recorded on during study period (03 Mar 2010 to 31 Dec 2022).
	Common species name
	Latin species name
	Number of images in catalogue

	Mammals

	Badger
	Meles meles
	966

	Mountain Hare
	Lepus timidus
	44

	Otter
	Lutra lutra
	3

	Pine Marten
	Martes martes
	1177

	Red Deer
	Cervus elaphus
	1426

	Red Fox
	Vulpes vulpes
	83

	Red Squirrel
	Sciurus vulgaris
	1316

	Reindeer
	Rangifer tarandus
	124

	Roe Deer
	Capreolus capreolus
	2558

	Birds

	Black Grouse
	Tetrao tetrix
	23

	Blackbird
	Turdus merula
	3

	Bullfinch
	Pyrrhula pyrrhula
	2

	Buzzard
	Buteo buteo
	1

	Capercaillie
	Tetrao urogallus
	5

	Chaffinch
	Fringilla coelebs
	11

	Coal Tit
	Periparus ater
	1

	Fieldfare
	Turdus pilaris
	1

	Golden Eagle
	Aquila chrysaetos
	3

	Great Spotted Woodpecker
	Dendrocopos major
	1

	Great Tit
	Parus major
	7

	Grey Wagtail
	Motacilla cinerea
	1

	Eurasian Jay
	Garrulus glandarius
	3

	Meadow Pipit
	Anthus pratensis
	10

	Mistle Thrush
	Turdus viscivorus
	14

	Red-legged Partridge
	Alectoris rufa
	1

	Redwing
	Turdus iliacus
	16

	Woodcock
	Scolopax rusticola
	1

	Woodpigeon
	Columba palumbus
	74

	Unidentified (to species)

	Birds
	Aves (order)
	34

	Deer
	Cervidae (family)
	29

	Unknown
	NA
	112

	Grand Total
	8050


[bookmark: _Toc130215561]Image catalogue file description
This section contains details of the image catalogue file.  Each row of this file holds all the data extracted from a single image.  Where the image contains wildlife, the file path to the image within the catalogue is provided.  No images containing people or considered empty have been included in the image catalogue, although the extracted data is included.
Table 6.  Column descriptions for the image catalogue file
	Column Heading
	Units
	Description

	Image_Input_Path
	N/A
	Folder structure of original dataset used for object detection and processing through Timelapse software

	Image_Location_Folder_Name
	N/A
	For wildlife images only.  Name of the folder where trap camera images are located e.g.  ECN_Cairngorm_Wildlife_Image_Catalogue\Badger\2010

	Filename
	N/A
	Filename of image.  Format is 2-letter Location code then Datetime (YYYYMMDD_HHMMSS) e.g.  BR_20100308_095752.JPG

	Camera_Location
	N/A
	2-letter code of camera location e.g.  Bridge camera = BR (see supporting documentation section 2.1 for details)

	DateTime
	DD/MM/YYYY HH:MM:SS
	Date and time image was taken (e.g.  08/03/2010  09:57:52).  This usually matches images EXIF data, but in some cases where camera clock was incorrect it has been reconstructed.

	Year
	YYYY
	Year image was captured as extracted from DateTime

	Month
	numerical
	Month of year in decimal format (e.g.  March = 3) as extracted from DateTime

	Date
	DD/MM/YYYY
	Date image was captured (e.g.  08/03/2010) as extracted from DateTime

	Image_Contents
	text
	Classification of image content as either being empty or containing People (inc.  dogs and bikes) or Wildlife

	Number_Bikes
	numerical
	Number of bikes recorded in an image.   In some cases the total number of bikes in a group of images are not visible in any single image.  To improve accuracy of the total number of bikes, one image in an episode will be assigned a value reflecting the highest determinable number, even if this is greater than is actually visible in that single image.

	Number_Dogs
	numerical
	Number of dogs recorded in an image.   In some cases the total number of dogs in a group of images are not visible in any single image.  To improve accuracy of the total number of dogs, one image in an episode will be assigned a value reflecting the highest determinable number, even if this is greater than is actually visible in that single image.

	Auto_Count_People
	numerical
	A count of the number of objects in an image classified as containing people with > 20 % model certainty.  See section 2.3.3.4 for further details.

	Species
	text
	Common species name of identified wildlife.

	Number_Animals
	numerical
	Actual count of number of individuals seen in an image

	Auto_Count_Animals
	numerical
	A count of the number of objects in an image classified as containing wildlife with > 20 % model certainty.  See section 2.3.3.4 for further details.

	Comment
	text
	Free-text comment regarding contents of image

	Group_Code
	N/A
	Group identifier for a series of images occurring within 5 minutes of previous images at a given camera.  Format is 3-letter code for people or wildlife followed by the camera, year and unique number (e.g.  Peo_BR2010_1).  See section 2.3.3.2 for further details.
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[bookmark: _Toc130215564]S1 – Timelapse processing method
Timelapse is a freely available image analyser licensed under CC BY-NC-SA 4.0, for processing camera trap output.  It is particularly useful in that it works with output produced by AI object detection, allowing images to be filtered according to likely content.  This is a very efficient way of processing large quantities of field data quickly.  
Typically, a year of images from this project was around 5000 images.  Using the method outlined below, a full years' worth of images can be fully processed, identifying which images are empty, which contain people (including associated number of dogs or bikes), and which contain wildlife (assigned to species and counted), in 2-3 hours.  Much of this time is spent on the critically important assignment of images to a class (empty, people, animal).  Once this is complete, reliable filtering and then processing can be undertaken.  
Detailed instructions for using Timelapse are available from the developer, and can be downloaded, along with the software, from http://saul.cpsc.ucalgary.ca/timelapse.  
[bookmark: _Toc130215565]Preparation
1. Make sure table file and JSON file is in same root folder for the year of images.
2. Edit (find replace) .json file to remove any filepath prior to current root folder (use notepad).
3. Create a table file in Timelapse Template Editor.  This includes all fields and field types to be filled in the image processing steps (see example below).
[image: ]
4. Create Open Timelapse and associated table file (.tdb)
5. Import image recognition file (.json) from root folder.
6. If table file needs adjusting at any point, then close Timelapse, make adjustments in Timelapse Template Editor, and reload.
7. When starting a new year of images, import a Quick Paste from a previous year, or open the Quick Paste shortcut pane which assigns single object variables with one press (reducing the selecting/deselecting of multiple fields to a single press).  The quick paste should be setup to remove all other manually populated fields, and add data to fields relevant for that quick paste.  We set quick pastes for the 5 most common species, and for empty, people, animal, dog and bike.
8. Open the Adjust image appearance pane in case needed.
9. Turn on episode data, setting to 5 min interval between episodes.  Select Options, open the 'Adjust episode time threshold'.  Set to 5 mins.
[bookmark: _Toc130215566]Initial assignments
The first task is to make images filterable by assigning a camera name, and then all images to one of three categories (People (inc.  dogs); Animals; Empty).  The result of appropriate tagging is the cleaning up of false positives, false negatives and incorrect AI designations.
1. SET THE CAMERA NAME: Using select, select each camera collection based on file path.  Assign appropriate camera prefix to image, and then copy to all.  Repeat for each camera.  Select all, then set camera name = 'blank'.  Correct any missing.
2. SET SOFTWARE VERSION: set selection to ALL images.  Go to Edit, then Populate a field with metadata.  Set the Software field to the Software Version data field.  Software version is used as a check on camera deployment periods, as bushnell cameras don't appear to use the model name in the image metadata.
3. CHECKING EMPTY IMAGES: To check empty images firstly uncheck file path from the select options and set image recognition criteria to 'Empty' with a confidence range of 0.95 to 1.
4. Assign first image as 'Empty' then copy to all.
5. Scroll through images (which include all cameras) using the player or manually, and if any contain wildlife or people/dogs/bikes, change to the appropriate designation.  This can be done in overview mode (scroll out), but be sure as possible of each image.
6. CHECKING PEOPLE IMAGES: [usually highly reliable with very occasional images of snow accumulations on bridge uprights] Set the select criteria to 'People' and confidence range 0.8-1.  Set all tags to 'People'.
7. Next check for possible mis-identified people.  Set the select criteria to 'People' and confidence range 0.1-0.8.  Scroll through and correct any tags as before.
8. CHECKING ANIMAL IMAGES: Set the select criteria to 'Animal' and confidence range 0.2-1.  Also select the People check box, and set to TRUE.  These images will be mostly animals with people (i.e.  dogs).  Assign all as 'People' and 'Dog', but scroll through and correct as required.  Quick tip is to set Number of Dogs to '1' then copy to all.  Correct as required.
9. Now set the select box for people to FALSE, and set the animal confidence limit range from 0.8-1.  Assign these images as 'Animals'.  Scan and correct for incorrect assignments.
10. Set the animal confidence limit range from 0.1-0.8 and manually go through these images assigning to category as required.
11. Check that no images have been missed.  Remove the classifier and select the five checkboxes, making sure all are set to FALSE (unchecked).  Assign any remaining images.  These are likely to consist mostly of where the AI has mistaken the bridge for a vehicle, but they may then contain other objects in them, particularly those where the object detection had very low confidence (between 0 – 0.1).
12. Set images to all.  
[bookmark: _Toc130215567]For wildlife
1. Images should be mostly containing wildlife.  Click on the animal(s) to select it (once activated), then select the species from the dropdown.  
2. Add any comments if something of interest.
3. Click the next arrow or right arrow on keyboard
4. If next image holds the same info (number of objects can change) then select 'copy previous values'.  You still need to add a count.
5. If image is blank, then deselect 'Animals' and select 'Empty'
6. If image contains people or dogs, then deselect 'Animals' and select 'People' (and 'Dog' if necessary).  Then add a count for the number of dogs and/or bikes.  
7. Fill in Auto_count_Animals (it counts all objects detected).  In the recognitions tab select "Populate a data field..." the select "auto count animals" - leave probability at 0.2.
8. Check that all animal images have a species and count.  Select for wildlife and species name = 'blank'.  Correct any files.  Deselect species name and select number of animals = 0.  Add any missing counts.
9. Check entries for dogs by clearing all filters, then dogs = yes and number of dogs = 0.  Add any missing counts.
[bookmark: _Toc130215568]Adding group info using episode 
[Episode can be used earlier for grouping images, but shouldn't populate until the end once all images are correctly assigned]
1. Remove any existing Selection criteria, then set 'People' to TRUE.  
2. Populate the EpisodePeople field with data by using [Edit] then 'Populate a field with episode data'.  Select the correct field from the dropdown and select to include identifying number.  Set singletons to 'by episode number' and click [Populate].
3. Repeat for the EpisodeWildlife field, by deselecting people criteria and setting animals to TRUE then repeating step 13.
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[the aim is to get an accurate number of bikes, so some counts will be higher than seen in an individual image (see point 3)].
1. Select for image recognition of vehicles 0.2-1 AND set People = TRUE
2. Scroll through images and assign as bike present as necessary.  Record number of bikes seen.
3. For groups of images (episodes) try and calculate the maximum number seen across all images in a group and set this number of bikes for at least one of images so it can be extracted later.
4. Once complete check each bike image has a count by filtering for bikes = yes and number of bikes = 0.  Add count to any files missing a count
[bookmark: _Toc130215570]For number of people 
1. Filter to only people by custom selection.  Select 'People' and set to TRUE.
2. Fill in Auto_count_People (it counts all objects detected).  In the recognitions tab select "Populate a data field..." the select "auto count people" - leave probability at 0.2.
If counting people accurately then this can be completed using the following steps, but is a time consuming process that was not done as part of this study.  It is complicated by people moving across multiple cameras and frequently having both outward and inward travel at different times.  Accurate counting means being able to identify groups of individuals whilst processing thousands of images.
1. Organise images by date/time only
2. Show the episode data ('Options', 'Show episode information').  This means images will now be grouped by images within 5 mins of each other.  This should help when checking images for the total number of people in a group.  You can quickly jump from group to group using [Ctrl]+[left/right arrow].
3. The added challenge here is adding unique ID's to prevent double counting of people across multiple cameras.  For each year unique ID's are assigned as "YYYY_000".  It's important to look at one episode of people and assign a sequential number to the episode if this is the first instance of the individuals that day.  All subsequent sightings on the same or different cameras then receive the same ID number.
4. For groups of people no single image may contain all the individuals of a group.  To create an accurate count of visitors for at least one image in an episode record the total number of individuals seen across multiple images in the episode.  The Max value per GroupID will later be extracted to provide an accurate measure of people.
5. 
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